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Abstract

Convolutional neural networks traditionally ini-
tialize their learning parameters randomly and
symmetrically about zero. This initialization
makes it difficult for convolutional layers to
”learn” the identity mapping, which in theory
forces layers to alter intermediate mappings which
may offer better performance than the overall net-
work. The residual network architecture aims to
address this problem, however the foundational
theory behind their performance has yet to be
established. (Hardt & Ma, 2016) explores the the-
oretical foundations of residual networks while
also providing experimental results. We aim to
validate and replicate their findings through our
own practical experiments.

1. Literature Overview

1.1. Convolutional Neural Networks for Computer
Vision

With the popularization of the backpropogation algorithm in
(Rumelhart et al., 1985), an era of machine learning using
artificial neural networks emerged. Over time, multilayer
perceptrons were improved upon and different varieties of
artificial neural networks emerged. One of those specialized
varieties was the convolutional neural network. Convolu-
tional networks perform conceptually in same way using the
backpropogation algorithm and nonlinear activation func-
tions, however instead of perceptrons, hidden layers con-
sisted of a kernel matrix which was used to convolve with
the input by multiplication or other dot product. This ar-
chitecture allowed for spatial structure in the inputs to be
used.

One of the first successful uses of convolutional networks
was by (LeCun et al., 1989) in 1989. Here, convolutional
neural networks were used to recognize handwritten digits.
This paper marked the start of computer vision related tasks
using convolutional neural networks, however it did not
gain significant ground until graphics processing units were
shown to be useful in artificial neural networks (Goodfellow
et al., 2016). The convolutional network used in this paper
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Figure 1. Illustration of AlexNet architecture from (Krizhevsky
et al., 2017)

only had three hidden layers, and it wasn’t until 2012 when
”deep” convolutional networks were practically viable.

1.2. Advances through ImageNet

The ImageNet LSVRC-2010 contest was the first contest of
its kind to have a large and high quality data set for computer
vision tasks, containing 1.2 million high-resolution images
coming from 1000 different classes. Learning this data set
proved to be highly nontrivial for the first few years. Then
in 2012, (Krizhevsky et al., 2017) made a breakthrough in
convolutional network architecture. Achieving an error rate
of 15.3%, the AlexNet architecture won the 2012 ImageNet
Challenge by more than 10 percentage points compared to
the runner up. It was the first of its kind to use rectified
linear unit (ReLU) proposed in (Nair & Hinton, 2010) as
the activation function. It also boasted a massive 60 mil-
lion trainable parameters from its five convolutional and
three fully-connected layers. Training this model was only
possible with GPU processing. This architecture is con-
sidered the start of the computer vision revolution which
rapidly evolved in the following years. An illustration of the
architecture can be seen in Figure 1.

Just two years later in the 2014 ImageNet challenge, both
(Szegedy et al., 2014) and (Simonyan & Zisserman, 2014)
made large strides with a top-5 error rate less than half of
the error rate of the AlexNet architecture. The network by
(Szegedy et al., 2014), now called the GoogLeNet, intro-
duced the inception module (see Figure 2) and architecture
which showed that convolutional layers do not need to be
stacked sequentially for good performance. This network
also had 22 layers, which made it one of the first to be what
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(2) Inception module, naive version (b) Inception module with dimension reductions

Figure 2. Tllustration of an Inception module from (Szegedy et al.,
2014)

is now considered a "deep” network and achieved an error
rate of 6.7%. The authors of (Simonyan & Zisserman, 2014)
also created a 16 and 19 layer network called VGG-16 and
VGG-19 after the name of their group, Visual Geometry
Group. This network built upon the AlexNet architecture
and used smaller filter sizes and achieved an error rate of
7.1%.

The next year, Kaiming He, et al. from (He et al., 2015b)
reduced the error rate by 47% relative to the previous year
down to 3.57% top-5 error when they developed the ResNet
architecture. This architecture introduced a novel idea of
using residual connections between convolutional blocks
(two convolutional filters with ReLLU activation functions
and batch normalization applied) to allow neural networks
to be even deeper than before. Their winning model was
considered “ultra-deep” with 152 layers, but they also man-
aged to train a network with over a thousand layers. This
contribution was revolutionary because it seemingly fixed
the problem of the vanishing and exploding gradient (Pas-
canu et al., 2013) with the residual connections. If each
convolutional layer is thought of as multiplying the weights
with an input image z, then the output y of a convolutional
block with a residual connection, a residual block, can be
seen as y = Wao (Wi )+ x where o(x) is the ReLU activa-
tion function (also see Figure 3). The way the weights of a
convolutional layer are initialized, such as He initialization
and Xavier initialization (He et al., 2015a; Glorot & Bengio,
2010), mean they are centered about and near zero. In order
for a standard convolutional block to learn the identity func-
tion, all of the weights would have to tend towards a value
of 1. However in the residual connection architecture, the
weights would only have to converge towards zero which
is much easier given standard initialization. The residual
connections also allow for easier backpropogation. With
very deep networks, the gradient flow either vanishes or
explodes, but with the skipping residual connections, there
is a direct path when backpropogating from every layer to
all layers before it. The ResNeXt architecture builds upon
the standard ResNet architecture by adding a “’cardinality”
dimension which implements a similar structure to the In-
ception module.
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Figure 4. Comparison of a standard neural network (left) to a
thinned neural network resulting from dropout (right) from (Sri-
vastava et al., 2014)

1.3. Other Methods to Improve CNNs

In addition to novel convolutional network architectures,
there have also been several methods which aim to improve
their performance. One interesting and useful method is
called dropout (Srivastava et al., 2014). Because these deep
networks have so many parameters in comparison to the
size of the training set, it can be easy for models to overfit.
Dropout aims to mitigate the possibility of overfitting by
randomly dropping units and their connections to the fol-
lowing layer. The goal of this approach is to reduce reliance
on any particular input or set of inputs when training the
weights which should improve robustness and generalizabil-
ity to out of training sample data. The dropped connections
only occur during training, so at test time all the weights
are balanced and available to predict a test input. When
backpropogating on a training mini-batch, only the weights
which were in use get adjusted so that unused weights are
not penalized. Their experimental results supported their
hypothesis, showing minor improvements to state of the art
models on all standard benchmark data sets.

Another method which has proved to be useful is batch nor-
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malization (Ioffe & Szegedy, 2015). By using mini-batches
for stochastic gradient descent, the inputs may have slightly
different distributions for each mini-batch. This difference
in distributions, or internal covariate shift as they call it,
forces users to lower learning rates which causes training
time to be unnecessarily long. The goal of batch normal-
ization is to address the issue of internal covariate shift by
normalizing the inputs by each training mini-batch. This
approach allows the distributions of the inputs to be more
similar across batches while also providing a degree of reg-
ularization. They claimed that with batch normalization,
other methods like dropout are not necessary. Their experi-
mental results validated their hypothesis by both increasing
training time and increasing performance. They also noted
that batch normalization allowed them to use higher learning
rates along with the model being less sensitive to the random
weight initialization. Several state of the art convolutional
network architectures implement batch normalization, usu-
ally over dropout. Notable examples include the ResNet
architecture and its variants.

1.4. Theoretical Foundations of ResNets

(Hardt & Ma, 2016) was one of the first to establish the
theoretical foundation for identity parameterization. In this
work, they prove that arbitrarily deep linear residual net-
works do not have spurious local optima, and that residual
networks with ReLu activation functions can express any
function given that the sample size is sufficiently large com-
pared to the number of parameters. Hardt and Ma also
showed that a large fully convolutional neural network with
only residual blocks can match top-1 classification errors
which are comparable to convolutional networks that used
dropout, batch normalization, and intensive preprocessing
in CIFAR-100 and ImageNet data sets.

(Zou et al., 2020) provided analysis for global minimum
convergence of gradient descent and stochastic gradient
descent for training arbitrarily deep linear residual networks.
Their results showed that global convergence is sharper by
a factor of O(xL), where £ is the condition number of the
covariance matrix of the training data and L is the depth
of the linear residual network, when compared to gradient
descent on a standard linear network with zero initialization.

(Arora et al., 2018) showed that increasing depth not only
improves expressiveness but also improves optimization.
They decoupled the the effects of increasing depth on ex-
pressiveness from its effects on optimization by focusing on
linear neural networks, in which additional layers caused
overparametrization. Their results show that on convex
problems (like linear regression) with [,, loss (p > 2), over-
parametrization via depth significantly sped up training. The
authors also validate (Hardt & Ma, 2016)’s choice of identity
(or near identity) initialization as a way to reap the bene-

fits of accelerated convergence (by improving depth) while
avoiding the vanishing gradient problem.

2. Experiments and Results

The goal of our experiments is to replicate the results shown
in (Hardt & Ma, 2016). Namely, we want to match the ac-
curacy of their residual network on CIFAR-10 (Krizhevsky,
2009), confirm their claims of no overfitting using large
models, and validate their claim that the addition of batch
normalization is unnecessary.

2.1. Dataset

The data set which will be used to compare the different
models will be the CIFAR-10 data set (Krizhevsky, 2009)
which is a well-known and standard baseline. The CIFAR-
10 data set consists of 10 image classes (airplane, automo-
bile, bird, cat, deer, dog, frog, horse, ship, truck) where each
class has exactly 5000 examples in the training set and 1000
examples in the test set. Each image is 32 by 32 pixels and
in red, green, blue channels giving each image dimensions
of 32 x 32 x 3. We will not be replicating the experiments
on the CIFAR-100 and ImageNet data sets due to time and
resource constraints.

The CIFAR-10 data set is ideal for our use case for several
reasons. First, it is sufficiently complex to be nontrivial,
unlike MNIST (LeCun et al., 2010) which can easily reach
less than 10 percent error rate with a single hidden layer fully
connected neural network, and the dimensions of the images
are small enough that progress and results can be made even
with limited computational resources. Additionally, the data
set is is large enough to train deeper models which will help
validate the effects of our tested methods. State of the art
error rates for CIFAR-10 are less than one percent (Foret
et al., 2020; Dosovitskiy et al., 2020), however the goal of
this experiment is not to achieve the highest accuracy, but
rather to validate the findings of (Hardt & Ma, 2016).

2.2. Implementation

All models were created in TensorFlow, and the code can be
found here. We attempted to match their setup as closely as
possible to the original experiment: momentum 0.9, batch
size 128, initial learning rate 0.05 (dropping by a factor of
10 at 30000 and 50000 steps). They did not provide access
to their original code, and noted that it can be replicated by
altering open source ResNet implementations from Tensor-
Flow. We believe we adapted the architecture in the same
way, but it is not possible to confirm.

We made a few changes to the setup which we thought
were not worth implementing due to difficulty and lack of
impact on the final result. First, they used a fixed random
projection for the last layers, however we did not implement
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Figure 5. Sample images from the CIFAR-10 data set (Krizhevsky,
2009)

it, and second they used a smaller variance for their weight
initialization, however we used standard Xavier uniform
initializer. Third, we used an exponential decay learning rate
which resulting in learning rate reduction at approximately
the same number of training steps as their step function
decay.

2.3. Results

A summary of the results can be found in Table 1. Our ac-
curacy has hovered around 88-90% instead of the expected
93%. We suspect Hardt and Ma’s improved accuracy is
the result of hyperparameter fine tuning, which we were
unable to do due to time constraints. This is unexected
since they publish their hyperparameters. Another possible
reason for the discrepancy between the accuracy is image
preprocessig techniques. They only specifically say that
they do not use ZCA whitening, and instead use standard
data preprocessing, but without any further details.

While Hardt and Ma used nine residual blocks per filter size,
we changed the number of residual blocks per filter size. We
used 2, 3, and 9 residual blocks per filter for 13, 19, and 55
convolutional layers respectively. Our results showed that
there is not a significant difference in performance between
the networks of varying sizes despite large differences in
the number of trainable weights.

2.4. Discussion

Overall, we were unable to validate many of the results
found in (Hardt & Ma, 2016), but we do not have reason to
believe that they are not achievable. While our own results
did get fairly close to their reported accuracy, the difference

# Resblocks/size  Top-1 Accuracy (%) ‘
2 89.11
3 90.03
8 88.05
9 88.19

Table 1. Summary of accuracy data for each model tested.
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Figure 6. Top-1 classification accuracy and cross entropy loss of
the residual network with 2 residual blocks per filter size over 135
epochs.

is large enough that we hypothesize that there is another
missing element of their implementation that would have
helped incrase performance. For example, more details re-
garding their image preprocessing methods may have helped.
Additionally, their initial learning rate did not appear to be
useful. Using an initial learning rate of 0.05 on the 9 resid-
ual blocks per filter size model made convergence difficult.
After 50 epochs, this model would still have performance
equivalent to random guessing (about 10% validation and
training accuracy). It was only until we changed the inital
learning rate to 0.01 did we see convergence in the model.
However, their loss and accuracy curves showed that their
model was converging and learning almost immediately
which does not reflect our findings.

Regarding overfitting in large models, we also differed in
results than what (Hardt & Ma, 2016) reported. While
there was not significant overfitting, there was evidence of a
nontrivial amount of overfitting as seen in the loss curves
seen in Figures 6 and 7. Both the smallest model with
about 2.7 million trainable parameters and the largest (base)
model with 13.6 million trainable parameters had evidence
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Figure 7. Top-1 classification accuracy and cross entropy loss of
the residual network with 9 residual blocks per filter size over 150
epochs. Here we can see evidence of overfitting and marginal
differences from the model with 2 residual blocks per filter size.

of overfitting, but it was more pronounced in the larger
models. This evidence is seen by the diverging training and
validation loss curves as the number of epochs increases.

(Ioffe & Szegedy, 2015) suggested the use of batch nor-
malization in order to speed up convergence of models.
However (Hardt & Ma, 2016) claimed that using batch nor-
malization with their architecture led to overfitting. We
hypothesize that their overfitting was a result of training
the model for too long, and they could have mitigated it by
early stopping. Several of the state of the art models take
advantage of batch normalization and have shown that it
is beneficial to increasing performance, unlike what was
reported by (Hardt & Ma, 2016). Moreover, we saw addi-
tional increases in performance in preliminary experiments
compared to the same architectures without batch normal-
ization reported in this paper. We do not report them here
because they were not repeated enough times to be shown to
be reliable, however initial results showed that the addition
of batch normalization added one to two points across the
board in top-1 accuracy on validation sets, about the same
as the difference between the accuracy of the best and worst
performing model sizes.

Overall, we cannot attribute the discrepancies between our
results and those reported in (Hardt & Ma, 2016) to any
one specific reason. From our experiments, we can see an
example of the reproducibility problem in machine learning
research. Without providing an open source implementation

or detailing the hyperparameters and methods used, it is dif-
ficult to replicate any results. Additionally, many papers do
not report on how many attempts they had before achieving
their reported error rate. Due to the inherently stochastic
nature of weight initialization, results can be truly random
each time and impossible to reproduce. Researchers can get
away with cherry picking their data in order to report “state
of the art” results without showing that it can consistently
do so.

3. Future Work and Open Questions

For (Hardt & Ma, 2016), the open problems resulting from
this work are extending the proof of spurious local optima
to non-linear cases as well as finding conditions that alter
the performance of practical residual networks. They give
big-O notation for the number of training examples needed
to properly train a residual network, however this is not prac-
tically useful due to how big-O is inherently a flexible upper
bound. Fixing a specific residual network architecture and
then finding an experimental bound on how many samples
are needed to properly converge the model would be very
useful for practical use cases as opposed to their current
bound.

For (Zou et al., 2020), again, one of the open questions
resulting from this paper is extending the convergence of
deep residual networks to the non-linear case, but also to
the case with adaptive descent methods or methods with
momentum and acceleration. As it has been shown in recent
work, it is highly nontrivial to accomplish this task regarding
(Hardt & Ma, 2016) and (Zou et al., 2020).

Another interesting application which could lead to future
work is the use of residuals for deep matrix factorization.
(Arora et al., 2018), as discussed before showed that increas-
ing depth in matrix factorization may help optimization of
convergence contrary to conventional wisdom. Instead of
using standard matrices to decompose some given matrix,
we could hypothetically also use residual units consisting
of matrices summed with the identity matrix. The addition
of residuals may increase performance by allowing unnec-
essary matrices which do not contribute to the optimization
to become simply the identity matrix while only the useful
factorization units are non-identity transformations.
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ABSTRACT

Researchers approach problems faced by stochastic gradient descent (SGD) through momentum-
based variants of SGD and stochastic adaptive optimizer algorithms. In this literature review, we aim
to compare popular stochastic adaptive optimizers and analyze their use of momentum. To facilitate
the comparison of these algorithms, we devised a uniform framework — a generalization of SGD, its
variants, and stochastic adaptive optimizers. For the interest of the length of this review, we will
touch on AdaGrad, AdaDelta & RMSProp, Adam, and NAdam.

Keywords Stochastic gradient descent - Momentum - Nesterov accelerated gradients - AdaGrad - AdaDelta -
RMSProp - Adam - NAdam

1 Introduction

Following increased interest in deep learning, specifically neural network (NN) algorithms, many adaptive optimizers
have been proposed, analyzed, and incorporated into new ones. The choice of optimizer significantly impacts the speed
and outcome of a neural networks’s training. Given the variety in dataset properties and loss function configurations,
there isn’t a one-size-fits-all optimization algorithm that can solve any training problem, as explained in [1] and
demonstrated by [2]. While gradient descent (GD) is the poster child of NN training, in practice, researchers opt for
SGD and SGDM. This makes them the most notable, most widely applied, and most studied optimization technique
used in NN training, with numerous papers like [3| |4, 5] and more recently [6] written to analyze its convergence
guarantees. Despite its effectiveness, challenges arose under more varied scenarios: plateau of saddle points is hard for
SGD to escape [7]]; hardcoded learning rate scheduling cannot gain information about the dataset [8]]; it is difficult to
choose the proper learning rate as the learning rate cannot be too big or too small for it to converge; fine tuning on
learning rate on different weights can be meaningful, but is unavailable in SGD and SGDM[1]]. In response, researchers
developed adaptive optimizers such as AdaGrad, AdaDelta/RMSProp, Adam, all the way to the more recent AdaMax
and Nadam, that are inspired by or developed on top of SGD with momentum (SGDM).

While momentum typically refers to the algorithm proposed by Rumelhart, et al. in [9], many popular mod-
ern optimizers employ the same ideas, rendering momentum’s impact on the field to be vastly larger than just its vanilla
implementation. Thus, with regards to our goal of evaluating the use of momentum in stochastic methods, we find it too
restricting to exclusively analyze SGDM - the bare-bones adoption of Rumelhart et al.’s algorithm into SGD. Some of
the algorithms we analyze don’t explicitly use momentum, but reuse ideas from momentum in one way or another.
Unfortunately, the interconnectedness of these algorithms is often lost in the nuances of notation. In response to this, we
devised the uniform framework — a generalization of all the algorithms analyzed in this paper — presented in section[I.2]

1.1 Notation
Before introducing our uniform framework, we introduce the following notation:

* Iis the identity matrix.

* The subscript of z; denotes that a variable x is calculated in iteration ¢.
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+ w € RY represents the given weight vector of the model that needs to be trained.

* {(x) is the objective/loss function evaluated at .

* « denotes the initial learning rate.

* (, ¢ and ¥ each represent arbitrary functions.

* The v/z and 22 operations output the element-wise square root and square of a vector x respectively.

. % and z - y are element-wise multiplication and division respectively. When either x or y is a scalar, they are
treated like =T or yI respectively.

1.2 The Uniform Framework

Based on the algorithms we analyze, we define the uniform framework as follows:

For each training step t:

1. Calculate the gradient of the loss function with current weight vector:
gt = VL(((wy, my—1, Vi—1))
2. Calculate the first- and second-order moments from history of gradients:
First-order moment: my < (g1, g2, g3, -, gt, 51)

Second-order moment: Vi < 1(g%,93, g3, ..., 92, B2)
where 3; and [, are constants used in calculating the first- and second-order moments respectively.
3. Calculate the the descent step:

77t < s Mg

o
VVi
4. Update the weight vector:

Wiyl < Wg — N

1.3 Review Structure

In section 2] we will cover variants of SGD, showing that they are special cases of the uniform framework. In section 3]
we will then briefly summarize the aforementioned popular adaptive optimization algorithms by representing them with
the uniform framework. Subsequently, in sectiond, we analyze how these algorithms employ ideas from momentum.
Afterwards, in section[5] we show the results of a simple NN experiment optimized with the algorithms discussed in
this paper. Finally, in section[6] we will summarize the role of momentum described in the previous section and take a
look at cases where momentum is viewed almost adversarially by schemes that curb its impact on each training step.

2 Variants of SGD

2.1 Stochastic Gradient Descent (SGD)

In vanilla SGD, there is no momentum involved. Thus, we can represent it with the uniform framework by setting
C(wtvmtflv ‘/tfl) = W¢ such that gt < ve(wt) in Step 1’ d)(glv "‘7gt7ﬁ1) = 0t and w(g%7 g?vﬁ?) = I such that
my + gy and V; < I? in step 2 of the uniform framework. It follows that step 3 of the uniform framework is

!
7]t<_ﬁ'gt:a'gt
SGD is known to have the property of performing frequent updates with a high variance, which causes a fluctuation of

the objective function. This results in jumping out of the local minimum and simultaneously complicate or slow down
the convergence rate [[1]].
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2.2 SGD with Momentum (SGDM)

In order to solve the overshooting and fluctuation of the objective function, and in the interest of accelerating SGD’s
convergence process, we add momentum to SGD [10]. While V; stays the same as the SGD case, m; is now:

my <= PBr-my_1+ (1= 1) - g
To be consistent with the uniform framework, this is facilitated by changing phi as follows:

¢(glv "'ngtaﬂl) = Zﬂi_l(l - ﬁl)gl
i=1

The first-order momentum is the exponential moving average of the gradient direction at each iteration, which is
approximately equal to the average of the sum of the gradient vectors at the most recent 1/(1 — ;) training steps.

If B4 = 0.9, we can intuitively think that the descent direction at iteration ¢ is not only decided by gradient
evaluated at the current weight vector, and is instead 90% based on the weighted average from previous gradients.
When current gradients are in the same direction as previous, we will be more aggressive in this direction.

2.3 SGD with Nesterov Accelerated Gradients (SGD-NAG)

Another problem with SGD is that it oscillates in the gully of local optimum. Imagine walking into a basin, surrounded
by slightly higher hills. Thinking that there is no downhill direction, you can only stay here. But if you climb up higher
ground, you will find that the outside world is still very vast. Therefore, we cannot stay in the current position to
observe the future direction, but must take a step forward, look one step ahead, and look farther.

SGD-NAG is another variant of SGDM. The difference is in step 1 of the uniform framework:
Cwe,me—1, Vi) = wp — - my—y
Thus, g + Vl(w; —a - my_1)
It does not calculate the gradient at the current position, but calculates the gradient direction at the position that the

model would be in if it took a step in the direction of the accumulated momentum [[11]]. The ensuing steps in the uniform
framework are the same as SGDM.

3 Stochastic Adaptive Optimizers

The algorithms above did not utilize second-order moment. The emergence of second-order moment indicates the
arrival of the era of "adaptive learning rate" optimization algorithms. SGD and its variants update each parameter at
the same learning rate, but deep neural networks often contain a large number of parameters, which are not always
available (thinking about large-scale embedding). For the frequently updated parameters, we have accumulated a lot of
knowledge about it. We don’t want to be affected too much by a single sample, and therefore want the learning rate for
these parameters to be slower. For the occasionally updated parameters, we know too little information, and we want to
learn more from each occasion by having a higher learning rate for these parameters.

With this intuition, AdaGrad introduces the second-order moment and it is calculated at step 2 of the uniform
framework:

t
Vi = (97,097, 82) = > _ g7
i=1
Note that Adagrad does not necessarily use momentum, so g; <— V{(w;) and my < g;.

If we take another look at step 3 in the uniform framework:
o

nt:ﬁ‘mt

We can notice that the learning rate changes from « to «/+/V;. The more frequently a parameter is updated, the greater
its second-order moment, and therefore the smaller its learning rate.

This method performs very well in sparse data scenarios [12], but it also creates a new problem: because
v/ V; is monotonically increasing, the learning rate will monotonously decrease to 0, which may end the training process
prematurely. Even if there is useful data in the ensuing iterations, it is impossible to learn from this new information.
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3.1 AdaDelta & RMSProp

Since AdaGrad’s monotonically decreasing learning rate changes are aggressive, we consider a strategy to change the
second-order moment calculation method: do not accumulate all historical gradients, but focus on the most recent
fixed-length time window. To avoid the inefficient storage of past gradients, this accumulation is implemented with an
exponential moving average [13]]. AdaDelta modifies step 3 in AdaGrad as follows:

Vi B Vir +(1-B2) - g7
To be consistent with the uniform framework, this is facilitated by changing 1 as follows:

t
¢(Q%a "'79?752) = Z/Bg_l(l - 62)922
i=1

This avoids the problem of continuous accumulation of second-order moment, which led to the premature end of the
training process.

The uniform framework expression of RMSProp would be identical. RMSProp and Adadelta have both been
developed independently around the same time, stemming from the need to resolve Adagrad’s radically diminishing
learning rate [[1]].

3.2 Adam

At this point, the emergence of Adam and NAdam are very natural; they are the intuitive momentum-based follow-up to
the aforementioned methods. We see that SGDM adds first-order moment to SGD, and AdaGrad and AdaDelta add
second-order moment to SGD. Incorporating both the first- and second-order momentum gives us Adam [14], which is
a combination of adaptive and momentum-based optimizers, where

Br-mi—1+ (1 —51)- g

me < 1—6{
‘4%52"/}71-%(1;52)'9?
1—85

To put it in the uniform framework, we modify ¢ and ) as follows:

ZZ:1 i_l(l - ﬂl)gi

(Zs(gla"'?gtvﬁl) - 1— /8%
i By (1= Ba)g?
(gt g7, Ba) = 2izi 21 (ﬂé Be)s:

3.3 NAdam

NAdam can be intuitively understood as Adam + Nesterov accelerated gradients [15]. Analogous to how SGD-NAG
was introduced in section[2]as SGDM with a modification in step 1 where

C(wtamt—la ‘/tl) =Wt — Q- My_1

NAdam can be presented as Adam with a modification in step 1 where

C(wt,mt,thl) =wy — Q-

Thus, g < V{ (wt —«- mtl)
Vi1

4 The Role of Momentum

In this section, we analyze how the adaptive algorithms introduced above utilize momentum. While not all of the
methods below explicitly use a momentum term, they draw insights from the momentum term’s construction.
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4.1 AdaGrad
Adagrad is one such algorithm that, while it does not incorporate a momentum term, it employs a familiar idea of
collecting information from previous gradients. Specifically, as mentioned above, Adagrad collects the second moment

of the gradients through the V; term. We would like to highlight the similarities between the function 1) used to calculate
V; in AdaGrad:

t
l/f(gf» ""9152752) = ng
=1

and the function ¢ used to calculate m; in SGDM:

¢(gl7~"7gt561 Zﬁ 1_/61

Unlike SGDM and Nesterov, however, AdaGrad does not use moment to accelerate descent in the historically dominant
direction, and instead uses moment to curb learning in those directions, allowing the optimizer can focus on parameters
with sparser, lower magnitude features.

While AdaGrad uses moments in a different way, it is apparent that momentum contributes to it through the
idea of calculating moments using past gradients.

4.2 AdaDelta & RMSProp

AdaDelta and RMSProp expand on AdaGrad with yet another idea that is reminiscent of momentum: decaying weights.
Just as momentum is a moving average of past gradients that emphasizes more recent gradients, the second moment
calculated by these algorithms is also a moving average of past second moments that prioritize more recent values. The

resemblance is even more jarring when we compare AdaDelta & RMSProp with SGDM using the uniform framework.
1 used to calculate V; in AdaDelta & RMSProp:

U(GT, s 25 B2) = ZB (1= B2)g

and the function ¢ used to calculate m; in SGDM:

G(g1, s 91, 1) ZB (1—B1)g

The only difference is ¢ uses past gradients while ¢ uses the squares of those gradients. Here, we see that momentum
contributes the idea of decaying weights and the resulting moving average of past moments to AdaDelta & RMSProp.

4.3 Adam & NAdam
Adam takes RMSProp and goes a step closer to SGDM by incorporating an explicit momentum term, making

momentum’s contribution to Adam the most obvious among the adaptive optimizers discussed in this paper. ¢ used to
calculate m; in Adam:
t
Zz 1 1 (1 B ﬁl)

1—p¢

¢(gla o5 Gt 61) =

and the function ¢ used to calculate m; in SGDM:

A(g1, > 91, 1) ZB (1-B1)g

The only difference between the two first-order moment terms is Adam’s contribution of the bias-correcting denominator.
The explicit momentum term allows Adam to focus sparse features like RMSProp while enjoying acceleration and
stability like SGDM. This ability utilize the best of both worlds makes Adam one of the most popular optimizers in
recent years [[16]. NAdam, which incorporates Nesterov acceleration instead of vanilla momentum, also enjoys the
benefits of looking ahead at the gradient at the destination.
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S Experiment

To see the above algorithms in action, we devised a simple experiment involving a neural network with two hidden
layers containing 200 nodes and 80 nodes respectively, each with its own bias. As our independent variable, we used
7 optimizers under a mini-batch setting: SGD, SGDM, SGD-NAG, AdaGrad, AdaDelta, RMSProp and Adam, thus
covering every algorithm discussed here except NAdam. To ensure a fair experiment, we kept the following constant:

* The initial values of weights and biases in the model

* The shuffled sequence of samples fed into each optimizer
Other details:

* Mini-batch size = 10
* Loss function value sampled every 20 steps

* We used the Iris dataset, which is a classifying training data with 150 samples and 4 attributes each, categoriz-
able into 3 classes. To preprocess the data, we shuffled it then took the first 100 samples for training.

The results are as follows:

Loss Function vs. 5tep
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o Mesterav
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[=]
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Figure 1: Loss function values vs. training steps

Loss Function vs. Time

11
10
L
2
2 09
=
=]
= —
2 o0& SGD
2 — Adagrad
i —— Momentum
57 Nesterov
— RMS5Prop
06 Adam
— Adadelta

02 0.4 06 03 10 12 14 16

Figure 2: Loss function values vs. training time

From the graphs above we can see that, given the stochastic nature of these algorithms, they all go experience instability
and fluctuating loss functions. Digging deeper, we notice the following:
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1. SGD performs very well, and better than SGDM, SGD-NAG as well as Adagrad, supporting the claim that
there is no one-size-fits-all solution when it comes to choosing optimizers. The small size and lack of sparsity
of the Iris dataset potentially gave vanilla SGD an edge as learning it does not require the nuances of the other
optimizers.

2. SGDM (Momentum) and SGD-NAG (Nesterov) delivered what they promised: a more stable descent, as
supported by the smaller number of zigs and zags in the graphs.

3. Adagrad delivered the worst performance, both in terms of descent rate and final loss value. This is expected
as AdaGrad delivers the best performance in large, sparse datasets.

4. Adam and RMSProp seem to deliver the best performance among the adaptive algorithms, with Adam enjoying
more stability, as expected due to its incorporation of momentum.

6 Discussion

From section[d] we can see that as adaptive algorithms progress, they seem to adopt more ideas from momentum, from
calculating moments from past gradients, to the use of decaying weights to produce a moving average, to blatantl
using a momentum term. Thanks to these improvements, adaptive optimizers get more comprehensive and effective
therefore showing the magnitude of momentum’s impact on stochastic methods.

Despite its apparent effectiveness, copying momentum is clearly far from being the solution to every gradi-
ent descent problem. In fact, many optimizer schemes work by curbing the contribution of the momentum term. One of
these schemes is quasi-hyperbolic momentum (QHM), which could be expressed in terms of the uniform framework the
same way as SGDM, except step 3 is modified to

n+<a-(vmi+ (1 —v)g)
where v is a newly introduced constant that limits the contribution of the momentum term to only v of the descent
step. This allows the momentum term to enjoy lower variance by using a larger 3; without making the descent step
"unusably biased" to older descent directions [[17]. Another scheme that also curbs the contribution of the momentum

term is DEMON, which, in the interest of brevity, can be expressed using the uniform framework the same way as
SGDM, but with an evolving (:

(1-t/T)
(1 - ﬁlinit) + 611’77,” (1 - t/T)

where T is the total number of training steps. Here, the contribution of the momentum term decreases the closer that it
gets to the last training step [18]]. While there is no official theoretical explanation for why this helps, one can imagine
that DEMON works by reducing the chance of momentum-caused overshooting when it approaches the global minimum.

ﬂlt = Blin,it :

This shows that while momentum is undeniably valuable in stochastic optimization, there is still plenty to
discover regarding how to use it optimally.

7 Conclusion

In this review, we have initially looked at the three variants of gradient descent: SGD, SGDM, SGD Nesterov, where the
last two are most common in practice. Using a uniform framework, we have then investigated algorithms that are most
commonly used for optimizing SGD. Specifically, we looked at popular adaptive optimization algorithms Adagrad,
Adadelta & RMSprop, and Adam & Nadam to show the chain of development, their differences, their strengths, and
how they adopted ideas from Rumelhart et al.’s momentum algorithm. Finally, we discussed how optimizers may want
to reduce the contribution of the momentum term in their training step, showing that there is still room for progress in
the use of momentum in stochastic methods.
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Deep double descent

Tianyang Pan™! Rui Zhang *>

Abstract

Machine learning has been developing rapidly
in the recent years and changed to landscape of
science and society. As the learning models evolv-
ing fast, some conventional concept in statistical
learning are facing new challenges. Among them
is the diminishing of *overfitting’ effect for large-
scale models in the conventional bias-variance
trade-off risk curve. Here we investigated the
”double descent” risks curve for contemporary
machine learning models. We showed that the
such behavior is robust for architectures ranging
from random Fourier features to convolutional
neural networks. Further investigation and experi-
ments show that model architecture, training input
and training process will all have impact on the
double descent phenomenon.

1. Introduction

Bias-variance trade-off is a concept first introduced in statis-
tics text books and later adapted in the study of supervised
learning: a balance between bias and variance is ideal while
training a model: bias error is originated from inaccurate or
simplified assumptions in the parameters and causes under-
fitting, while the variance error is caused by models that are
too complicated or followed the training data too closely,
which will result in overfitting. It is widely accepted that by
controlling the capacity of the model, a sweetspot between
the two should be achieved in the U-shape bias-variance
curve (Fig. 1(a)). However, in the modern machine learning
practice, predictors that utilize large scale of parameters
(e.g. deep neural network architectures) that is certain to
overfit predicted under the conventional bias-variance mind
set usually have very accurate prediction results, despite of
reaching zero training error.

Such contradiction is reconciled by the double descent risk

“Equal contribution 'Department of Computer Science, Rice
University, Houston, Texas, USA 2Department of Physics and
Astronomy, Rice University, Houston, Texas, USA. Corre-
spondence to: Tianyang Pan <tp36@rice.edu>, Rui Zhang
<rzl5@rice.edu>.

curve (Fig. 1(b)) proposed by researchers. For high- com-
plexity modern models with given training set of size n, the
risk of a learner as a function of (or some approximation
of) its complexity /N have double descent behavior: the risk
initially decreases and reaches a minimum as NV increases,
then increases due to overfitting until N equals n, forming
a peak at N = n. As N increases even further, the risk
curve decreases a second and final time. The double descent
curve is consistent with the high performance of predictors
with near-perfect fit of the training data, but its correlation
to the different variables in the learning procedure as well
as a rigorous analysis is still wanting.

Early works on artificial data has exposed double descent
of classifiers trained with minimum norm linear regression
(MNLR) (F. Vallet, 1989), theoretical work (M. Opper,
1990) proved that for MNLR, the solution improves as soon
as N increase beyond n. Further investigations(Duin, 2000)
on real-world data also showed the double descent behavior
of classifier with similar solutions (T. L. H. Watkin, 1993).
However, in these studies, double descent behavior is still
considered within the bias-variance trade-off frame and
hold true only for particular models.

This exposition analyzes literatures and conducts ex-
periments on risk curves of various contemporary machine
learning models. Risk as a function of model complexity
exposes a universal double descent behavior. We also test
the curve under different experiment settings, especially
on how the sample size, training time, noise level of
the training data affects the overall risk curve. In the
introduction part, some basic concept such as effective
model complexity is introduced. In the second part, we
conducted a detailed analysis of double descent in a
few model prototypes, such as fully connected neural
network and random fourier features. In the third part,
we focused on the performance of the model in double
descent critical regime. we experiment and summarize the
works of double descent in training architectures such as
residual neural network (ResNet) and convolutional neural
networks (CNN), where the impact of different training
input and training process are discussed. In the last part,
we focused on sample-wise double decent behavior and
showed some analytical results to explain why for networks
of certain complexity, adding more training samples
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Figure 1. Our result showing similar sample-wise double descent phenomenon in the same linear regression problem discussed in
(Nakkiran, 2019). The sample dimension is set to 1000. The x-axis is the number of samples, and the y-axis is the test error.

can adversely affect the performance of the model. We
believe understanding double descent can help us improve
performance of a model especially when under limited
capacity. Under such circumstances, one can not train the
model with infinite time, training parameters or training
data, thus it is crucial to achieve an optimal solution with
the presence of double descent curve.

2. Double Descent

This section presents the analysis and experiments on the
double descent phenomenon developed in (Belkin et al.,
2019). The paper investigated double descent in a set of dif-
ferent popular machine learning models. We will review the
discussion and support with our own experimental results.

2.1. Background

We first define the Effective Model Complexity (EM C') of
a training procedure 7 as our primary variable in risk curves
introduced below, with respect to train samples S that has
distribution D and parameter ¢ > 0, is defined as:

EMCp (T):=maz{n|Eg~pn[Errors(T(S))] < €}
where Errorg(M) is the mean error of model M.

And the key hypothesis is that for any natural data distri-
bution D, neural-network-based training procedure 7", and
small € > 0, if we consider the task of predicting labels
based on n samples from S, then

Under-paremeterized regime. Where EMCp (T) is
sufficiently smaller than n, so that increasing EMC'
will lead to decreasing of the test error.

Over-parameterized regime. Where EMCp (T') is suf-
ficiently larger than n, so that increasing EM C' will
lead to decreasing of the test error.

Critically parameterized regime. Where
EMCp,(T) = mn, so that increasing EMC
might lead to decreasing or increasing of the test
error.

Intuitively, when EMC = n, we arrive at interpolation
threshold, where the model achieve perfect fits of the train-
ing data. There is also a critical interval in the vicinity of
the interpolation threshold, and we will analyze the perfor-
mance of the model in the critical interval below.

2.2. Random Fourier Features

Random Fourier Features (RFF) is a class of non-linear
parametric models. As discussed in the paper, RFF can
be seen as a class of two-layer neural networks. The RFF
model family H v with N parameters consists of functions
h:R* — C:

h(z) = S axé(x; vg) where ¢(x;v) = eV~ (0)

v; should be sampled from normal distribution in R?. The
learning process is to find a predictor h,, ;v € Hy that
minimizes squared loss given n data points z; € R4, Yi €
R, i.e. the following objective is minimized:

1
=5 (h(ai) — yi)?
—SI (b))

Belkin’s paper trained the RFF model on a subset of MNIST
datset. The result from the paper is shown in figure 1. The
number of training samples is n = 10*. From the figure, we
can see that the error reaches a peak (i.e., the interpolation
threshold) at N = 10%, which equals to n. On the left side
of the threshold is the underparameterized regime, where
the test risk first decreases then increases. The bias-variance
tradeoff should be considered if the problem setting falls
in this regime. On the right side is the overparameterized
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Figure 2. The result of RFF from (Belkin et al., 2019). The RFF
model is trained using a subset (n = 10%) of MNIST dataset.
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Figure 3. Our result of RFF trained using a subset (n = 10%) of
MNIST dataset. It shows a similar trend as the original result.

regime, where richer models have lower test risk. Figure 3
shows our result. We adapted code from an RFF repo' and
modified to work with this problem setting. As shown in the
figure, we can observe a similar trend. The double descent
behavior exists and the interpolation threshold is achieved
whenn = N.

2.3. Fully Connected Neural Networks

Neural networks uses back propagation to update weights
in the layers. The paper investigates the double descent
behavior on a fully connected two-layer neural network. For
such a neural network, the model capacity can be modeled
using the number of weights in the layers. Assume we
have a layer of H hidden units, learning a subset of MNIST
dataset (n training samples, d samples dimension, and K
classes), the number of parameters is:

"https://github.com/tiskw/Random-Fourier-Features

np = (d+1)H + (H + 1)K

The neural network is trained on a subset of MNIST dataset.
The original results from the paper are shown in figure 4
(with weight reuse techinque) and figure 5 (without weight
reuse). For multi-class classification problems, the inter-
polation threshold should be achieved at nK parameters.
As shown in figure 4, the threshold is achieved at 4 * 10*
parameters, separating the two regimes as expected.

MNIST (n=4-103,d =784,K=10)

60 :
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@ 40 1
k=] I
2 i
c
? 204
o
]
N I
o- ~——— ¢
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3 10 40 100 300 800

Number of parameters/weights (x103)

Figure 4. The result of a fully connected two-layer neural network
from (Belkin et al., 2019). The network is trained using a subset
(n =4%10%,d = 784, K = 10) of MNIST dataset with weight
resuse before interpolation threshold and random initialization
after it.
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Figure 5. The result of the fully connected two-layer neural net-
work from (Belkin et al., 2019). The network is trained using a
subset (n = 4%10%,d = 784, K = 10) of MNIST dataset without
weight resuse.

We trained a similar neural network on a subset of MNIST
without using weight reuse techinque. Our result is shown in
figure 6. Similar to the original result in 5, our result shows
roughly the same trend as the one using the weight reuse
techinque, but it is more blurry around the interpolation
threshold. This is because stochastic gradient descent using
in the neural network is sensitive to the initialization point
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Figure 6. Our result of RFF trained using a subset (n = 10%) of
MNIST dataset. It shows a similar trend as the original result.

in nature. The weight reuse technique helps to mitigate the
sensitivity.

3. Deep Double Descent

This section we present empirical evidence from literature
as well as our experiment to show that double descent is a
robust phenomenon occurs under variety of deep learning
settings. From these experiment results, effective model
complexity (EMC) as a generalized variable is investigated.
Results show that the EMC depends not only on architecture
of the model as the second part concluded, but also on
training data distribution and the training procedure itself.
For example, adding more parameter and increasing training
time will both increase EMC. And double descent can be
observed only when EMC is larger than the number of
samples. Besides model-wise double descent introduced in
the previous section, epoch-wise and sample-wise double
descent phenomenon are presented.

3.1. Experiment Setup

In our experiments, two families of architectures are inves-
tigated: ResNets and standard CNNs, we also include the
Transformer results from literature. For ResNet, we de-
veloped our Keras (Chollet et al., 2015) routine based on a
github repo®. We have 4 ResNet blocks, each one consists of
two BatchNorm-ReLU-Convolution layers. The widths of
each blocks are [k; 2k; 4k; 8k] respectively. The maximum
width we tested is standard ResNet18 that corresponds to
k = 64. For strander CNNSs, we set up our a 5-layer CNNs,
with 4 convolutional layers of widths [k; 2k; 4k; 8k] for
varying k and a fully-connected output layer. Each convolu-
tional layer consists of Conv-BatchNorm-ReLLU-MaxPool
layers. The Maxpool is [1, 2, 2, 8], kernel size = 3, stride =
1 and padding = 0. We trained both ResNets and standard

*https://github.com/raghakot/keras-resnet

CNNs with Adam optimizer with learning-rate 0.0001.

We also added label noise to the training data, p in label
noise means training on samples which have the correct la-
bel with probability (1 —p), and uniformly random incorrect
label with probability p.

3.2. Model-wise double descent

We first study the risk curve of models of increasing size.
We demonstrate model-wise double descent across differ-
ent architectures, datasets, and training procedures. Fig-
ure 7 shows training results with varying model size using
ResNet18 and CNN for 4000 epochs, using optimizer Adam.
We can see for both architecture, there is a peak at k = 12
for ResNet and k£ = 10 for CNN. We also conducted exper-
iment with similar training setup (figure 10), in our cases,
peak in both architectures occurs at width (k = 12 and
k = 15, respectively) corresponds to model size 60000.
This is inline with the hypothesis that the double descent
peak occurs at EMC' = n and proves that such feature is
robust across different classifiers. Moreover, we examined
the risk curve in CNN with different noise level present in
the training data (Figure 8) and shows similar trend. This
proves that besides model size, EMC can also be affected
by the structure of the input training data.
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Figure 7. Result of ResNet18 and CNN on cifar10 in (Nakkiran
et al., 2019). Different colors represent labelled noise level in each
training data input.

3.3. Epoch-wise double descent

This section we discussed a novel form of double-descent in
terms of training epochs. The primary conclusion is that the
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Figure 8. Our result in CNN network with different noise level by
varying network size, there is similar behavior but wee do need
finer steps in width for a conclusive trend.

EMC is also correlated with how long the model is trained.
As shown in figure 9, for a standard ResNet18 model, when
width k is sufficiently large (k=64 corresponds to 1 million
parameters), the test error of this model has a peak at ~100
epochs, then decreases over longer training time and have
best performance at 2000 epochs, showing a double descent
behavior. However, for a smaller model shown as the green
and yellow line, the best result does not correspond to the
longest training time, these models will achieve their best
result at lower epochs, after that the test error will only go
up as the training time increases, which means the yellow
and green line are following the conventional bias-variance
trade-off curve. Our own experiment on both ResNet18 and
CNN shown in figure 10 has the same result: for smaller size
models, the best result is achieved at lower training epochs,
as the blue solid lines shown in both plots, when the model
becomes bigger, the test error will also have epoch-wise
double descent.

3.4. Sample-wise double descent

Here we illustrate that with double descent present in the
critical interval, how does changing the input sample can ad-
versely impact the performance of the model. Intuitively, we
come to understand that adding more training sample will
have two effects: 1) preventing overfitting by reducing vari-
ance, essentially shrink the area below the test error curve.
2) as the input sample size n increases, since EMC = n,
the interpolation threshold, which is the peak of the double
descent curve will also be shifting rightward. Outside of
critical interval, the first effect usually prevails and lower the
test error overall, but in the critical interval, these effect can
cancel out with each other and sometimes the second effect
will be dominant. As Figure 11 shows, for the dark blue
curve, quadrupling samples will increase loss around the
interpolation threshold. We will analyze the sample-wise

width parameter - 3
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= width parameter = 64

=
n

Test Error
=
F 8

0.3
0.2
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ntermediate Large
Models Models

1k}

T15 30 a5 60 T
ResNetl8 Width Parameter

Figure 9. Top: Training dynamics from (Nakkiran et al., 2019)
for models with varying width. Bottom: Test error over epochs.
Different slices of this plot are shown on the top.

double descent in detail in the next section.

4. Sample-wise Double Descent

The sample-wise double descent phenomenon is also ob-
served in linear regression problems (Nakkiran, 2019),
which provided a case study in a simple linear regression
setting that demonstrates more data can actually hurt the
performance of the estimator. The double descent behavior
in linear regression problems has also been analyzed by
some other work such as (Hastie et al., 2019) and (Mei &
Montanari, 2020), but Nakkiran’s paper provides a well-
specified problem setting and focus on the sample-wise
behavior. This section discusses the phenomenon and theo-
retical analysis from Nakkiran’s paper, as well as our own
experiment results.

4.1. Problem Setup

The problem setting from the Nakkiran’s paper is as fol-
lows. We have a distribution D that is (z,y) ~ R? x R,
where z ~ N(0,1;) and y = (z,8) + N(0,02). Note
that 8 is unknown satisfying || ]|z < 1. Given n samples
of (x;,y;), the goal is to learn an estimator 3 with small
test MSE R(5) = E[((z, ) — y)?]. Assume that we do
gradient descent from 0 on the objective min || X B -yl
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Figure 10. Our result with varying model size trained with
ResNet18 and CNN.

where X € R™*? is the samples x; stacked together, and y
are the corresponding observations stacked, the solution at
convergence would be 3 = XTy.

4.2. Experiment and Analysis

The solution 3 = X f4 actually has different forms based on
the ratio between the number of samples n and the sample
dimension d:

B = XTy = argminB:Xﬂzy ||ﬁ||27 ifn < d
argming | X3 — y||?, otherwise

When n < d, the model is overparameterized, and there are
more than one 3 that minimizes the objective. In this regime,
the gradient descent actually finds the one with smallest /5
norm. But when n > d, the model becomes underparam-
eterized, and there exists a unique minimizer. Write the
minimizer as 3 = Xy = X1(X5+1n) = X1 X8+ X1,
We see that it consists of two terms, signal and noise. When
n = d, there is exactly one B that minimizes the objective,
which may have high norm that fits the noise term X ).

The following analysis from Nakkiran’s paper provides in-
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Figure 11. Test loss from (Nakkiran et al., 2019) (per-token per-
plexity) as a function of Transformer model size (embedding
dimension d) on language translation (IWSLT‘14 German-to-
English).

sight of how the bias-variance tradeoff happens in this case
study. Consider the excess risk of 5 which helps to omit the
additive error:

R(B) =15 - BIP

For and estimator derived from samples (X, y) ~ D", the
expected excess risk is:

Ex,y[R(Bx )] = 16 = E[B]I* + E[|I5 - E[3]|)

Denote the first term as B,,, and the second term as V,,. They
are actually bias and variance of the estimator on n samples.
These terms can be approximately computed, and the value
aligns with the experiment result from the paper, as shown in
figure 12. The theoretical result and the experimental result
both shows double descent behavior occurs with increasing
number of samples.

Test Risk vs. Samples
—— Test MSE

Test Risk vs. Samples (Theory)

—— Test MSE

mmm Bias
Variance

Test MSE
N w
N w

: rL 1
I~

250 500 750 1000 1250 1500 1750 2000 0
Num. Samples

250 500 750 1000 1250 1500 1750 2000
Num. Samples

Figure 12. Sample-wise double descent phenomenon in a linear
regression problem (Nakkiran, 2019). The parameters are d =
1000, o = 0.1. Left: The test MSE. Right: The test MSE in theory.

The paper presents detailed computation of B,, and V,, that
helps understanding the behavior. Let v = 7 be the ratio
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of number of samples over the sample dimension. The
overparameterized case corresponds to v < 1. The bias and
the variance can be computed as follows:

1 —~)?8] )
Y

2, 2
YA =B+ o T—5 3)

B, =

V. =
Obviously, in the overparameterized regime, when +y in-
creases towards 1, the bias monotonically decreases to 0,
but the variance first decreases and then increases monoton-
ically, until it diverges at v = 1. This corresponds to the
peak of the error.

When v > 1, it corresponds to the underparamterized
regime, where we have more samples than the sample di-
mension. The bias and the variance can be computed as
follows:

0 4)

B, =
V, ~

— 5)

As shown in figure 12, the theoretical result still matches
the experimental result. In the underparameterized regime,
the bias is always zero, while the variance monotonically
decreases and converges to zero as 7y approaches infinity.
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Figure 13. Our result showing similar sample-wise double descent
phenomenon in the same linear regression problem discussed in
(Nakkiran, 2019). The sample dimension is set to 1000. The x-axis
is the number of samples, and the y-axis is the test error.

Figure 13 shows our result on the same problem setting.
The 3 used for generating the random samples should be
different from the paper, as the paper does not provide the
value. As shown in the figure, the threshold is achieved at
n = d as expected. Note that the peak value is not as high as
the original result in the paper. From the theoretical analysis

above, we know that it diverges at n = d. Since it does not
converge, we set the timeout to be 1 hour and obtained the
result showing in the graph. If we let it continue to run, it
should approach infinity as figure 12.
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Different theory techniques for shallow neural networks

Han Guo ™! Yikai Liu™!

Abstract

We give an literature review on different the-
ory techniques for shallow neural networks. We
specifically focus on limited number of fully con-
nected layer and convolutional layer with standard
activation function and pooling. Our literature re-
view will cover three topics: 1) how different op-
timization techniques affect training performance
on shallow neural network, 2) how different ar-
chitectures of shallow neural network differ in op-
timizations, 3) what assumptions/conditions are
held in papers of interest. While we do not pro-
pose new methodology and analysis, our review
provide some insights on different neural network
settings and convergence analysis by quantita-
tively and qualitatively cross examining state-of-
the-art work in relevant area.

1. Introduction

The stunning performance of deep learning which is back-
boned by neural network has made itself a promising topic
in machine learning area. Deep learning performs well on
variety kinds of problems including object detection and
natural language processing. Neural network even outper-
forms human in image classification competition on Im-
ageNet dataset, with human scored 94.9% (Russakovsky
et al., 2015) and a well trained deep neural network scored
95.06% (He et al., 2015b). Despite its extraordinary empir-
ical success, however, theoretical reasoning on why deep
neural network works so well has remain relatively less well
understood(Soltani & Hegde, 2019), though tremendous
efforts are made trying to unveil its mystery. The significant
difficulty that hinders from developing thorough and gen-
eralized theoretical aspect of deep neural network comes
from highly non-convex nature of optimization posed by
neural networks.(Goel et al., 2018) Empirically, it demon-
strated that neural networks with more layers (”deep” learn-
ing) are essential for better performance. However, due to
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its non-convex optimization, it is hard to tackle with deep
neural network directly; instead, focusing on shallower neu-
ral network might provide some insightful discoveries that
serve as stepping stones to understand deeper and more
complex models. Nevertheless, (Blum & Rivest, 1989) has
proved that, without any constraints, training on shallow
neural network can be NP-Complete. Thus, many works
have provided convergence analysis with certain constraints
to reduce the workload in reasonable sense (Brutzkus &
Globerson, 2017; Jagatap & Hegde, 2018; Soltanolkotabi,
2017; Blum & Rivest, 1989; Zhang et al., 2018; Du et al.,
2019; 2018a; Hardt & Ma, 2018; Du et al., 2018b; Goel
etal., 2018).

The main motivation of our paper is to introduce some
state-of-the-art theoretical analysis of different optimization
techniques for shallow neural network. In particular, we
will cover three aspects:

* How do different optimization techniques (e.g. Gradi-
ent Descent and Alternating minimization) affect the
performance of shallow neural network.

* How do different neural network architectures (e.g.
Conv block and fully connected layer) affect corre-
sponding convergence analysis .

* How do conditions and assumptions (e.g. input distri-
bution and weight initialization) differ from different
theoretical works, and how do those conditions affect
the convergence analysis.

The rest of this paper is structured as follow: Section 2
will provide necessary textual definitions and mathematical
notations and other background information, Section 3 will
focus on individual aspect by analytically cross examining
variety of SOTA manuscripts, and Section 4 will proceed to
discussion on current research works and future directions.

2. Background

In this section, we will briefly introduce key concepts in
shallow neural network and optimization. We will then pro-
ceed to the problem setup in the context of optimization in
next section. In the architecture subsection, we will provide
mathematical expressions for fully connected layers, con-
volutional layers, residual block, and activation layers. In
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optimization technique subsection, we will provide defini-
tions of gradient descent and alternating minimization; more
proposed techniques will be introduced in next section.

2.1. Architecture

The concept of neural network feed-forward pass is simple
enough; here we provide the definitions for some variations
of shallow neural networks. For the sake of simplicity, we do
not include structures other than convolutional layer, fully
connected layer, activation layer, input layer, and output
layer.

2.1.1. FULLY CONNECTED LAYER

Definition 2.1. (Zhang et al., 2018) A typical one-hidden-
layer neural network (one input layer, one hidden layer, one
output layer) has the following form:

K
}j )+ € (1

Here, w; € R? is the weight parameter with respect to the
j-th neuron, () denotes activation function, {z;}» C R?
denotes input, {y;}¥ C R? denotes output, and {¢;}¥ C
R? denotes noise.

The above expression provides a general structure of shal-
low neural network though, variation exists. One structural
variation based on equation 1 that is adopted in (Soltani &
Hegde, 2019; Du et al., 2018b;c).

Definition 2.2. (Soltani & Hegde, 2019)
g = Zaja(w;a:) = Zaj (wj, z)? (2)
j=1 j=1

here, the network comprises p input nodes, a single hidden
layer with r neurons with activation function o (), weights
{w;};—; C RP, and the single node output layer with
weights {a;}’_; C R.

An multilayer fully connected neural network can
be generalized as a variation from section 3.3 of (Du et al.,
2019) without normalization factor.

Definition 2.3. (Du et al., 2019) 2" = ¢ (W
1<h<H

(W (h=1)),
f(x,0) =ax") 3)

here, x € R? denotes input, W) € R™*? denotes the
first weight matrix, W0 e R™Xm denotes the h-th
layer’s weights, a € R™ denotes the output layer, and o ()
denotes the activation function.

2.1.2. CONVOLUTIONAL LAYER

The convolutional layer creates “patches”
cates the mathematical notation.

Definition 2.4. (Goel et al., 2018) Convolutional layer with
overlapping patches is computed as follows (we exclude
average pooling which appeared in original equation):

, which compli-

k
Za w Pw €]
i=1

here, x € R™ denotes the input, the neural network com-
putes k patches of size r where the location of each patch
is indicated by matrix Pp,--- , P, € 0,1"7*" and each P,
has exactly one 1 in each row and at most one 1 in every
column, o(x) denotes the activation function, and w € R”
denotes the weight vector of convolution filter.A special
case of convolutional layer arises when the patches do not
overlap. This results an easier analysis which can be found
in Section 3. (Du et al., 2018b) has a slightly different defi-
nition of convolutional layer, though the key concepts align
with equation 4.

2.1.3. ACTIVATION LAYER

Activation layer provides non-linear features to the model,
which increase the expressiveness (Raghu et al., 2017). One
of the most widely used activation function is Rectified
Linear Unit (ReLLU), and it’s defined as follows.

Definition 2.5. (Soltanolkotabi, 2017) ReLU preserves the
positive values and set all negative values to Os

o(x) = max(0, (w,x)) 5)

here, x € R?*™ denotes input, and w € R? denotes
weights.

An derivation from ReLU is called Leaky ReLLU, and its
definition follows.

Definition 2.6. (Goel et al., 2018) Instead turning all nega-
tive values to Os, Leaky ReLU scales those values by some

factors o
T ifx>0
o(x) = { . (6)
ax otherwise
here, o € [0, 1].

Another activation function that does not belong to ReLU
family is quadratic activation.

Definition 2.7. (Soltani & Hegde, 2019) Quadratic activa-
tion is not as commonly used as ReL.U,

o(z) = 2? (7

but it has shown competitive expressive power as well(Livni
etal., 2014).
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2.1.4. RESIDUAL CONNECTION

ResNet utilizes this structure achieves outstanding image
classification scores. Residual connection enables neural
networks to go deeper without worrying about vanishing
gradient problem (He et al., 2015a). The key observation
here is that the neural network learns the identity mapping.

Definition 2.8. (Li & Yuan, 2017) The following function
contains identity mapping

f@, W) = |lo((T+ W) )|, ®)

here, z € R% denotes input vector, W € R%%? denotes
weights, and I is the identity matrix. This representation is
equivalent to H(x) = F(x) + xz(He et al., 2015a).

A generalized multilayer residual connection takes the fol-
lowing expression

Definition 2.9. (Hardt & Ma, 2018)

g=O0+A)---(I+A)x ©)
where A ---A; € R¥? denotes weights, and I is the
identity matrix.

2.2. Optimization
2.2.1. GRADIENT DESCENT

Gradient descent perhaps is the most commonly used op-
timization technique in deep learning. The following de-
scribes gradient decent optimization.

Definition 2.10. (Soltanolkotabi, 2017) The following ex-
pression is a variation from original projected gradient de-
scent

W1 =W, —nVL(W,) (10)

here, w, 1 denotes 7 + 1-th weights, w, denotes 7-th
weights, 77 denotes stepsize, and V £(w, ) denotes loss func-
tion which will be introduced in Subsection 2.3. Other
problem-specific modification on gradient descent concept
will be specified in Section 3.

2.2.2. ALTERNATING MINIMIZATION

Another less common optimization technique is alternating
minimization. The core concept behind this technique is
to always treat one unknown as variable and alternating
the process of choosing unknown and minimizes it. This
technique is problem-specific which will be introduced in
detail in Section 3.

2.3. Loss function

In deep learning optimization, a function used to evaluate a
candidate solution is referred as loss function or objective

solution. Canonically, minimization operation is performed
on a loss function, meaning that we are searching for a can-
didate solution that has the highest score (the score is cal-
culated by comparing the predicted value and ground-truth
label). Section 2.3.1 introduces empirical risk minimization,
and Section 2.3.2 introduces population loss minimization.

2.3.1. EMPIRICAL RISK MINIMIZATION

In practice, we do not have access to the true distribution
of data that we are working on; however, we have access
to some amount of data, and we are trying to approximate
the loss of entire population with the limited access of sam-
pling data. The following defines a typical empirical loss
of a simple feedforward function with only weights and
activation.

Definition 2.11. (Soltanolkotabi, 2017) The least-squares
empirical loss is a variation from the original expression in
(Soltanolkotabi, 2017)

: 1 2
Iin L(w) == 5 (f(w,x) —y) (11
here, f(w,x) = %Za(wai) denotes a feedforward

i=1
function with weights w, input data x;, activation function
o(x), and y is ground truth label.

2.3.2. POPULATION LOSS

In an ideal case, if we have access to true distribution of
data that we are working on, we can assume a ground-truth
global minimum weight w*. This assumption simplifies
some of the convergence analysis. The following defines
a typical population loss of a simple feedforward function
with only weights and activation.

Definition 2.12. (Du et al., 2018a) A least-squares popula-
tion loss is a variation from the original expression in (Du
et al., 2018a)

min L(w,x) = %(f(w,x) — f(w*,x))? (12)

weRd

here, f(w,x) follows the same definition as in Definition
2.11, and f(w*,x) in equation 12 has ground-truth weights

w*.

Section 2.3.1 and 2.3.2 denotes empirical loss and popula-
tion loss in general form; however, depending on the prob-
lem setup, some adaptations might be necessary. Detailed
modification will be noted in Section 3 as needed.

So far, we have provided some basic notations that will be
utilized in next section. We will then proceed to our analysis
on three main aspects.
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3. Methodology

In this section, we are trying to answer the questions that
we have brought up in Section 1 by quantitatively and quali-
tatively reviewing relevant literature works on optimization
with different settings. In Section 3.1, we will discuss how
Gradient Descent and other optimization techniques. In
Section 3.2, we will analyze how different neural network
architectures result in different convergence analysis. In Sec-
tion 3.3, we will discuss on some common assumptions and
conditions that either loose or constrain the applicability and
generalizability of convergence analysis, and how does those
conditions help to develop theoretical bounds/constraints.

3.1. Different optimization techniques
3.1.1. GRADIENT-BASED OPTIMIZATION

In Section 2.2.1, we have briefly introduced the basic con-
cept of gradient descent in which weights are updated in
the direction where the loss is maximally minimized. A
line of research focusing on the behavior of gradient-based
algorithm has shown its power. (Tian, 2017b) use a variant
of gradient descent algorithm — population gradient descent
where instead of empirical loss, population loss is consid-
ered. The population gradient takes the following form.

Definition 3.1. (Tian, 2017b)If we assume population loss,
then population gradient E x [V .J,,(w)] with population loss
J(w) = Llg(X;w* — g(X;w))|I” where g(X;w) =

K
Z J(w;x) with respect to weight w; has the expression
j=1
K K
Ex[Vuw,J] = > E[F(ej,wy)] = Y E[F(e;, w})]
=1 =

(13)

here, e; = w;/ ||w,||. Then simply substituting V.L(w )
in equation 10 with equation 13, we will have the final
population gradient descent

Wr11 =W, —nVEx[VyJ] (14)

Under the conditions of spherical Gaussian input and ran-
domized weight initialization, (Tian, 2017b) has proved that
one-layer one neuron model is able to recover true weight
vector.

(Soltanolkotabi, 2017) improves this result by using empiri-
cal loss that looses the constraint. Particularly,

np = M((R),w*) = w?(Cr(w*)NBY)  (15)

defines ng to be the exact minimum number of samples
required, where Cr(w*) is a cone descent of a regularizer
function R at w* and B% denotes unit ball of R?, then
the empirical projected gradient descent can be defined as
follow.

Definition 3.2. (Soltanolkotabi, 2017) Let V.L(w ) be em-
pirical loss function, then empirical projected gradient de-
scent is

Wil = Pk(w‘r - nVE(WT)) (16)

here, n denotes the step size and K = {w € R4

R(w < R)} is the constraint set with Px denoting the
Euclidean projection onto this set. The key theorem here
is that if equation 15 is satisfied, then equation 16 obey
lwr —w*|| < (%)T ||w*|| . This theorem shows that
with near minimal number of data sample ng, projected
gradient descent learns ground-truth weight with linear con-
vergence rate. This result also applies to both convex and
nonconvex regularization functions, and it shows that with
near minimal number of data samples, project gradient de-
scent converges without getting trapped in bad local optima.

3.1.2. ALTERNATING MINIMIZATION OPTIMIZATION

Alternating minimization is another optimization technique
proposed by (Jagatap & Hegde, 2018). On the high level, the
idea of alternating minimization is to estimate the activation
patterns of each ReLU for all given samples and interleave
with weight updates via a least-squares loss.

Specifically, they linearize all samples by defining state
of the neural network as the collection of binary variables
that indicates whether ReLU is active or not and fixing
that state. This idea is inspired by the feature of ReLU
that positive values of ReLU will remain their weights and
negative values will be clipped to 0, so we can separate
the value of weights to an indicator matrix and values of
weights. This process can be linearized. Let

B = [diag(p1)X...diag(pg) X nxdk (17

be linearized state of ReLU where p; = 1 x>0} denotes
the indicator function for sign of weights. Then

Definition 3.3. (Jagatap & Hegde, 2018)Feedforward func-
tion can be expressed as

k
f(X) =) ReLU(Xw;) = B-vec(W)  (18)

i=1

here, vec(W) vectorize weight W. And the minimization
update can be thus described as

vec(W)'* = argmin || B - vec(W) — yH; (19)
vec(W)

Thus, by alternating equation 17 and equation 19 , alter-

nating minimization converges to global minimum with

linear convergence rate if the initial weight W0 satisfy-

ing dist(WO, W*) < §; |[W*| for 0 < &; < 1, where
dist(W, W) is defined as

dist(W, W') = min

all possible of column perturbations

W =Wl
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Algorithm 1 Alternating Minimization

Algorithm 2 EP-ROM

Require: X,y, T, k
Initialize W0 s.t. dist(W°, W*) < & |W*| »
fort=0,---,T—1do
Py = Lixuwt>o0} Vg € {1...k}
B! = [diag(p}) X...diag(p} ) X nxdk
vec(W)*! = argmin || B' - vec(W) — y||§
vec(W)
WL < reshape(vec(W)! 1 [d, k])
end for
Return W7 «— W

. This weight initialization can be obtained by set W° « 1.
The detailed implementation is shown in Algorithm 1.

3.1.3. LOW RANK MATRIX ESTIMATION

Though theoretical aspect of neural network is not well
understood, there are areas that we do have enough theoret-
ical findings. One natural idea is to bridge the problem of
learning (shallow) neural network with a well understood
problem of low-rank matrix estimation. Specifically, the
problem of learning a shallow neural network can be treated
as a low-rank matrix estimation problem where the rank of
the resulting matrix equals to the number of hidden neu-
rons. The following definition provides a problem setup the
network of our interest.

Definition 3.4. (Soltani & Hegde, 2019) The network of our
interest consists p input nodes, a single hidden layer with
r neurons with quadratic activation function o(z) = 22,
first layer weights {w;}7_; C RP, and an output layer
comprising of a single node and weights {a;}7_; C R, then
the input-output relation can be expressed as the following

g = Z aja(wjrx) = Z aj<wjra:>2 (20)
j=1 j=1

Consider set of training input-output pairs {(z;,y;)}7*, and
set of weights {(a;,w;)}7_;. We define matrix variable
L, = Z;zl ajw;w?, then input-output relation becomes

Ui = a:ZTL*xi = (wix?,LQ 21
here x; € RP denotes the iy}, training sample, L, is a rank-r

matrix of size p X p, so empirical loss function

m

Swi—9:)? (2

=1

min FW,a) = —
WeR™ %P a€R" 2m

can be viewed as an instance of learning a fixed rank-r
symmetric matrix L, € RP*P where r < p from small
number of rank-one linear observation given by A; = xlscf

A few algorithms are proposed to estimate L,,given
{xs,y:},. The first method, called Exact Projections

Inputs: y, number of iterations K, independent data sam-
ples {zT..., 2T} fort=1,....K,rank r

Outputs: Estimates L

Initialization: Ly < 0, + 0

Calculate: § = L >

m

while ¢t < K do
L1 = Pr(Ly— g7 5200 ((2) " Loaf —yi)af (2f) " —
(3517 A(Le) — L9)1).
t—t+1

end while

Return [, = Ly,

Algorithm 3 AP-ROM
Inputs: y, number of iterations K, independent data sam-
ples {z7..., 2L} fort=1,....K,rank r
Outputs: Estimates L
Initialization: Ly < 0,¢ < 0
Calculate: § = L > y;
while ¢ < K do

Liviv = 71(Ly — H(% ()Tl —
y)rt (@) — (S 1TA(Ly) — $9)1)),
t+—t+1

end while

Return L = Ly

for Rank-One Matrix, or EP-ROM, which solves the
non-convex, constrained risk minimization problem:

m

min F(L)= — z:(yZ — o] La;)? (23)

is demonstrated in Algorithm 2.

While EP-ROM exhibits linear convergence, the per-
iteration complexity is still high since it requires projection
onto the space of rank-r matrices, which necessitates the
application of SVD. The total running time of EP-ROM is
O(mp?log(L))Thus, a second algorithm, called Approxi-
mate Projection for Rank One Matrix estimation, or AP-
ROM, is proposed, as shown in Algorithm 3.

The specific choice of approximate SVD algorithm that
simulates the operators 7(.) and H(.) is flexible. AP-
ROM also demonstrates linear convergence as EP-ROM.
However, AP-ROM demonstrates a better running time of

O(mprlog(p)log(1))

Note that without any assumptions on spectral norm,
estimating L, takes O(p3r?) running time complexity,
due to the calculation of SVD. However, this can be
improved by replacing standard SVD with approximate
heuristics such as randomized Block Krylov SVD to

O(p*r*log?(L)polylog(p)).
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3.2. Different neural network architectures

Mathematical formulation of the problem setup depends
strictly on the architectural design of neural network. For
shallow neural network, most common design patterns are
input layer, hidden layer, and output layer. While input
and output layer are canonically invariant across different
network designs, hidden layers take much versatile forms.
Modern neural network architecture design mainly focus
on better hidden layer construction. Here we convey three
common architecture practices.

3.2.1. FULLY CONNECTED ARCHITECTURE

Fully connected layer (FC) forms fundamental connection
between neurons in adjacent layers. While we have briefly
provide some definitions in Section 2.1.1, we have yet pro-
vide a interpretation of FC in general. The following defini-
tion defines fully connected layer in linear algebraic aspect.

Definition 3.5. Assuming o(-) is activation operator (if
assume o(x) to be ReLU, then o(z) = max(0,z)). Let
x € R™ and y; € R be the i-th output, then

Y = o121 + . Wi T (24)
holds. Full output y is then

o(wi121 + W1 ,m T,
Y= : (25)

0(Wn 121 + o Wy @)

Note that since the concept of FC involves summation over
all weights, in the convergence analysis, we can easily re-
arrange summation operator in our favor. In (Zhang et al.,
2018), where the original population loss function

K K
1 .
L(W) = SEx~px > o(w/X) =D a(wi W)
j=1 j=1
its partial derivative takes form
K
[VEN } (B(wj, wi)w E(W ,WE)W)
j=1

1
— N Z €;X; - ]l{W];rXz > 0}
i=1

Where we can see that the summation is taken out as a
stand alone factor. (Zhang et al., 2018) also shows that with
this partial derivative as gradient update and initial weight
WO satisfies |[W? — W*||,, < cox/(A*K?), gradient
descent converges to ground truth W* in linear time. The
weight initialization requirement can be achieved by tensor
initialization that is discussed in Section 3.3.2.

3.2.2. CONVOLUTIONAL FILTER ARCHITECTURE

The defining characteristic of Convolutional Neural Net-
work (CNN) is its convolutional layer. Unlike fully con-
nected layer, convolutional layer relies on convolution filter,
or kernal, to extract features from original input. The mathe-
matical expression for convolutional shallow neural network
is described in Section 2.4. Based on the dimension of in-
put, we consider two general types of convolution — 1D
Convolution and 2D Convolution.

Definition 3.6. (Goel et al., 2018) Consider a 1D image
of dimension n. Let the patch size be r and stride be d.
Let the patches be indexed from 1 and let patch ¢ start at
position (¢ — 1)d 4+ 1 and be contiguous through position
(i — 1)d + r. The matrix P; of dimension r x n of patch 4
looks as follows,

P = (0rx((i—1)d+ 1) LrOr x (n—r—(i—1)a))  (26)

here 0, indicates all zero matrix of size a x b, and I,
indicates identity matrix of size r. Let k = [ 5" | + 1 The
structure of P is summarized as below.

k—a if|li—j|=ad
P - a ifli j| a 27
’ 0 otherwise
We bound extremal eigenvalue P = Zl =1 PZ-P].T.

Definition 3.7. (Goel et al., 2018) Consider a 2D image of
dimension n; X ng. Let the patch size be r; X ro and the
stride in both directions be d, d; respectively. Enumerate
patches such that patch (i, j) starts at position ((: — 1)d; +
1, (¢ —1)dy + 1) and is a rectangle with diagonally opposite
point ((’L— 1)d2 +71, (j — 1)d2 +7“2). Letk, = I_%J +1
and ko = ["22] + 1. Let Q(; ;) be indicator matrix of
dimension r173 X nine with 1 at (a, b) if ath location of
patch (i, ) is b. Formally,

(Qeij))ap =1 (28)

foralla =pro+q+ 1for0 < p <ry, 0< g < ry, and
b= ((i —1)dy +p)ng + jda + q+ 1 else 0. The extremal

eigenvalue is bounded by Q = Zl =1 Z] u=1 Q(i,j)Q(Tp 0

Notice that the above 1D Convolution and 2D Convolution
make no assumption on whether patches overlap or not. In
fact, if there is one patch P; that does not overlap with
any other patches, the convergence analysis simplifies sig-
nificantly because the term PquT = PJT P, = 0 for all
P; # 1; in particular, the resulting expectation of loss in
non-overlapping case eliminates the bounding eigenvalue
terms comparing to overlapping case due to the orthogonal-
ity exhibited by PquT = PjT P, =0.

Another work by (Du et al., 2018a) considers patches with
“close relations”. Specifically, they show if the input patches
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are highly correlated 6(Z;, Z;) < p for some small p > 0,
then gradient descent with random initialization recovers the
filter in polynomial time, and the stronger the correlation,
the faster the convergence rate. The high level approach is to
first divide input patches into 4 events, find average patch in
each event, and find max and min eigenvalues respectively.
Assume

Amaz (E [Z S Zg, ] )

max

w(w,w,) <6 e S
+ Amaz(ElZs,... 25, 1)
+ )‘mar(E[ZSw,—w* Z;'r_“,,“,*]) < Leross
here Zs,, ..., 25, . ZS_...,, are patch average of four

events mentioned previously. The, if patch Z; and Z;
are very similar, then joint probability density of Z; €
S(w,wy); and Z; € S(w,—w,); is small and implies
Leross 18 small. If L, 1s small, then by

77(7(¢t) - 6Lcross)
2

2
[[we —w*||2

(29)

fuees = wlf < (1-

we have faster convergence rate in polynomial time.

3.2.3. RESIDUAL CONNECTION ARCHITECTURE

In Section 2.1.4, we have briefly introduce the mathematical
notations for residual connection network. In this section
we will convey some relevant analysis that leverages this
structure.

Definition 3.8. (Li & Yuan, 2017)If the loss function takes
form

L(W) = Em[(z ReLU((w; + w;, z))

' (30)
- Z ReLU((e; +w}, x)))?]

there exists v > ~p > 0 such that if z ~ A(0,1),
[[Woll2, [W*|l2 < v0,d > 100,¢ < ~2, then stochastic
gradient descent on £(W) will find W* by two phases:

 Phase I, setting step size < "’—Z, potential function
2
9 =% (le: + wla — |lei + w;]|2) takes at most

1 2
7oy Steps to decrease to smaller than 197~y

e Phase II, for a > 0 and VT st. T%logT >

d . 14a)logT
W, if n = %, then ]EHWT —
2 (14+a)log TG?
Wi < —r—

The key observation here is that the residual network con-
verges to global minimum in two phases. In Phase I, the

potential function g is decreasing to a small value, and in
Phase II, g remains small, so £ is one point convex and W
starts to converge to W*. The proof of Phase I is fairly sim-
ple, by introducing an auxiliary variable s = (W* — W )u;
the proof of Phase II leverages Taylor expansion an controls
higher order terms.

Another work done by (Hardt & Ma, 2018) gives simple
proof that arbitrarily deep linear residual networks have no
spurious local optima. Specifically, they suggest that it is
sufficient for the optimizer to converge to critical points
of the population risk since all critical points are global
minima. If B, = {4 € R>¥*d . |||A]|| < 7} where
[IA][] := max; <i<; | il then

IVFAIE = 41 —7)* 200 (2)(F(A) = Copr) B1)

equation 31 says the gradient has fairly large norm compared
to the error, which guarantees convergence if the gradient
descent to a global minimum if the iterates stay inside 5.
Here C,y is global minimum of f, and ||V f(A)]||% denotes
Euclidean norm of V f(A)

3.3. Conditions and assumptions

It is known that without any assumptions on the problem,
the learning in neural network is NP-hard. To reduce the dif-
ficulty of convergence analysis to a more reasonable work-
load, most of the works we focus on have made certain
assumptions on the problem setup. There are two particular
conditions that prevail in current works — input distribution
and weight initialization. We will discuss about different
input distribution in Section 3.3.1 and different weight ini-
tialization techniques in Section 3.3.2.

3.3.1. INPUT DISTRIBUTION

Neural network deals with enormous amount of data. Since
most optimization algorithms are not shift invariant, a good
input data distribution is critical to obtain good results and to
reduce significantly calculation time(Sola & Sevilla, 1997).
Through an extensive survey, though not exhaustive, we
discover that one of the most commonly used input assump-
tions is i.i.d Gaussian distribution.

Definition 3.9. (Li & Yuan, 2017) We say input data is
in standard i.i.d Gaussian distribution, if the input vector
x € R%is sampled from normal distribution N"(0, I).

In (Li & Yuan, 2017), here the original derivative of loss
function is defined as

VL(W); = 2B, (Y ReLU((e; + w;, x))

— Y “ReLU({e; + w}, 2)))21 (¢, 4w, .0) >0]
i
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This indicates that the original original loss function is not
well defined everywhere, and analysis is only valid for each
case. However, with the assumption of input is from Gaus-
sian distribution and some modifications of equation 13
from (Tian, 2017a), the derivative of loss function can be
rewritten as

d
~VL(W); = (5 (wf —wi) + (G — 0 ) e+ wf)

—0i5)(ei +wi)
+ (llei +wi llysin O ; — [le; + willy sin0; j)e; + w;)

One key observation here is that, if we assume the condition
that the input x is from the standard Gaussian distribution,
the loss function is smooth and the gradient is well defined
every where. This idea conforms with (Tian, 2017a) in a
sense that the gradient is treated as a random variable that
can be expressed in terms of the expectation.

The idea that having input data distribution simplifies and
improves convergence analysis is further supported by
(Brutzkus & Globerson, 2017) in No-Overlap Networks.
In particular, they derive the problem No-Overlap Networks
from set splitting problem and argues that its complexity is
NP-complete; however, if input z ~ N (0, 1), No-Overlap
Networks is upper bounded by polynomial factors. This
claim comes from the observation that the if input condition
is satisfied, gradient descent will stay away from the degen-
erate saddle point. This claim highlights the importance
of input distribution being Gaussian distribution in a sense
of asymptotic bounds in convergence analysis. Empirical
experiments conducted by (Brutzkus & Globerson, 2017)
confirms that Gaussian input trial converges to global min-
imum while non-Gaussian input trial gets trapped in bad
local minimum.

3.3.2. WEIGHT INITIALIZATION

Weight initialization is crucial in practice, yet we have prim-
itive understanding on this subject(Goodfellow et al., 2016).
A natural idea is to have all weights initialized to be Os.
However, this is very unfavorable because zero weights
initialization causes symmetry problem — all hidden units
are symmetric and different layers don’t learn different fea-
tures. Therefore, to break this symmetry, weight initial-
ization technique is necessary. There are several popular
choices of weight initialization. One common practice is
random weight initialization. This technique is fairly sim-
ple — randomly initialize weight parameters with standard
Gaussian distribution. (Du et al., 2018b) utilizes random
weight initialization and proves that gradient descent learns
one-hidden-layer convolutional neural network with non-
overlapping patches in polynomial time.

Another weight initialization technique is to randomly ini-

Algorithm 4 Tensor Initialization
procedure INITIALIZATION(set .S)
S2, 83,84 + PARTITION(S, 3)
P2 < ESZ [PQ] R
Vi« POWERMETHOD( P, k)
R3 — ]E53 [P3(V, V, V)]
{a};i € [k] + KCL(R3)
{4 }iepr) + RECMAGSIGN(V, {4 }ic[x]; S4)
Return {w}"’, v{” Vielk
end procedure

tialize weights with O(1/+/d). This technique is commonly
known as ”Xavier initialization”(Glorot & Bengio, 2010) or
”He initialization”(He et al., 2015a). The difference between
”He initialization” and ”’Xavier initialization” is trivial, and
we will not expand more on this topic due to the scope of
our paper. (Li & Yuan, 2017) utilizes this initialization tech-
nique and leverages the fact that spectral norm of random
matrix is O(1). This result justifies |V *||, = O(1).

Tensor Initialization proposed by (Zhong et al., 2017) is
fairly uncommon yet intriguing. Tensor initialization is a
derivation from tensor problem. Although in general tensor
problems are NP-hard(Hillar & Lim, 2013), by assuming
noiseless and Gaussian input conditions, the authors are
able to develop an efficient tensor method of weight initial-
ization algorithm described in Algorithm 4. The core idea
of tensor initialization is to leverage tensor decomposition
and tensor estimation after dimension reduction. By ap-
plying tensor initialization, (Zhang et al., 2018) are able to
prove that initial weight W falls into small neighborhood
of ground-truth weight W*, thus leading to the proof of
linear convergence rate.

4. Discussion

We have provided rather brief introduction of different
theory techniques for shallow neural networks. We have
touched upon several commonly used architecture, e.g.
residual connection and covolutional filters, and optimiza-
tion techniques including gradient-based algorithm and al-
ternating minimization. Though not with too much proof
detail, we have deliver problem setup and analysis concep-
tually. Since our purpose is to inform and convey a bigger
scope of optimization in shallow neural networks in gen-
eral, our review does cover essential topic that are crucial to
understand.

However, we do notice that our literature review does not
cover all topics in shallow neural networks. For example,
we only consider simplified network where only input, hid-
den layer, and output present — we do not consider BN and
pooling. We also noticed that most papers assume this sim-
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plified version of network architecture as we do. So one
possible future direction would be a systematic and holis-
tic review on how BN/pooling/Dropout affect optimization
and convergence analysis in shallow neural network. Also,
we do not go into detail on theoretical definition of O/v/d
weight initialization which is largely embraced by the com-
munity. Specifically how ”Xavier initialization” and "He
initialization” differ in different network setting (for exam-
ple, empirically, He initialization works better on residual
connection). This input assumption based analysis is also
interesting for further investigation.
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Abstract

Underlying almost all machine learning (ML)
algorithms is an optimization problem, where
we minimize an objective function or loss func-
tion. There is usually a black box for computing
the value of this loss function given some input.
We are also usually given a method to compute
the gradient of the loss function for given input.
Given these black boxes, and data, we iteratively
solve for input parameters that will best fit the
given data.

For most modern ML methods, these optimization
problems are non-linear and the parameter space
dimension is high. One typical method to solve
these optimization problems is using gradient de-
scent, which involves following a sequence of
iterates which minimize the loss function locally.
The gradient of the loss function provides first
order information about the shape of the loss sur-
face, that is the slope of the surface at the current
iteration point in parameter space. In this review,
we will consider how gradient descent methods
can be improved using second order information
about the shape of the loss surface, the curvature.

We will review ideas from three main papers,
[Agarwal et al., 2017], [Yao et al., 2020] and
[Thiele et al., 2020], to illustrate some possible
ways of using second order information to im-
prove the optimization.

1. Introduction

Let us begin this review by setting up some notation. For
this review, we will restrict our attention to ML methods
that have an optimization problem of the form

Find 2* = arg min f(z) = arg minz filz). (1)
i=1

'Chevron, Houston, Texas, USA. Correspondence to: Anusha
Sekar <Anusha.Sekar@chevron.com, as244 @rice.edu>.

Submitted as final project report for COMP 514, Fall 2020

Gradient descent methods to solve (1) can be generally
written as

Tep1 = xp — eV f(24) 2

where x; is the current iteration, 7, is an appropriate step
size taken in the descent direction. The descent direction is
computed using the gradient of the objective (loss) function,
V f(.). For the most part, optimization algorithms using
gradient descent perform quite well. They are simple to
understand and implement and are usually the first choice
of algorithm that we would try. As the complexity of the
optimization problem grows, however, we need to find ways
to make gradient descent more efficient. For a certain class
of function, vanilla steepest descent methods do converge
to the solution, but may take a meandering path to get there.

For ML problems, we have an added complexity. Typically
the data size is quite big and it is impractical to compute
the full gradient. Instead, in practice, we take advantage of
the separable form that the loss function has (>, f;) and
use only some of the data components (Z; C {1,---n})
to compute the gradient. This method is called Stochastic
Gradient Descent (SGD) if we use only one piece of the data
and Mini-Batch SGD when we use several data components
simumtanenouly. That is, in each iteration, we update x; as
follows

Tpp1 = Tp — Nt z V fi(ze) (3)

€Ly

In fact, it can be shown that the total work required to obtain
a desired e-optimality (error less than a desired €) is O(1/¢),
which can be much faster than regular gradient descent for
large n. See section 4 of [Bottou et al., 2018] for example.
Any improvements we make to the basic steepest descent
algorithm must also work well in this stochastic framework!

There are several ways to improve upon gradient descent
methods. One way, which is quite popular in the optimiza-
tion community is to condition the descent direction (gradi-
ent) before taking a step in that direction. Mathematically,
we can write this down as

Tip1 = ¢ — e B(xe)V f(24) €]

This is sometimes referred to as preconditioning. If we
knew that some parameters were more important than others,
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we could choose a preconditioner, B(z;), which encodes
this information and forcibly change the path taken by the
iterates. ”Adaptive” methods (e.g. Adagrad, Adam) do
precisely this using first order information. Recently there
has been some interest in the ML optimization community
to see if we can do better by using second order information
and there are very good reasons for this.

Using second order information in optimization is not a new
concept. In fact, using B(x;) as the inverse of the Hessian
operator for f at z; is the classical Newton’s method ([No-
cedal & Wright, 2006], [Nesterov, 2004]). It is well known
that Newton’s method leads to local quadratic convergence.
The Hessian operator can be written as a matrix H with

entries H; j(z;) = %szj. The Hessian encodes informa-
tion about the curvature of the loss function f. In gradient
descent each iteration steps in the direction the negative of
the gradient points to. If the loss surface is such that it has a
narrow valley, steepest descent step can overshoot the valley.
When we we precondition by the inverse of the Hessian,
the update direction points more towards the center of the

valley. See figure 1 for an illustration.

-7 4

Figure 1. Contours for function =2 412 /5. Black arrow is the orig-
inal negative gradient direction. Red arrow is the preconditioned
gradient direction

Given that using the Hessian can get us to the solution faster,
there are reasons why this method has not gained immediate
traction within the ML community. Computing the Hessian
is usually quite expensive. One can come up with patha-
logical examples where data is noisy and the local Hessian
information is actually detrimental to the optimization. It
is also not immediately clear how the Hessian will interact
with the stochastic framework. In order to introduce second
order information into a stochastic framework, ideally, we
would like to have a method that looks like

Tepr = e — 1 Y Bi(w)V filwr) )

€Ly

The main question is what should we use for B;(x;).
Naively, we might want to use the inverse of the Hessian
of each component, but this does not produce good results.
In the following sections, we will look at three different
methods that use different approaches to overcome these
hurdles and successfully combine second order information
with stochasticity. The first method directly approximates
the inverse of the full Hessian matrix to obtain an ~approx-
imate Newton” method, (section 2). The second method
further simplifies by approximating only the diagonal of
the Hessian matrix, (section 3). The third method splits
the Hessian into two parts and ignores higher order terms
to obtain a Gauss-Newton approximation to the Hessian
matrix, (section 4).

2. Approximate Hessian: LiSSA

Key Paper: Second-Order Stochastic Optimization for Ma-
chine Learning in Linear Time, [Agarwal et al., 2017]

LiSSA stands for Linear (time) Stochastic Second-order
Algorithm. LiSSA and some of its variations were proposed
by Agarwal and others in [Agarwal et al., 2017]. For self-
concordant functions (see [Nesterov, 2004] for definition),
LiSSA has O(d) runtime, where d is the dimension of the
space of parameters we are inverting for, which is on par
with steepest descent! In this section, we will look at the
key ideas behind this algorithm.

One of the main reasons SGD has favorable convergence
properties is due to the fact that V f;(x) is an unbiased es-
timator of V f(x). That is, the gradient of a single data
sample is an unbiased estimator of the full gradient. As
a result, if we have enough samples, we can get a statis-
tically “good” estimate of the full gradient. The first key
observation of the authors of LiSSA is that while V2 f;(x)

is an unbiased estimator of V2 f (), [V2fi(z)]

. . -1 .
unbiased estimator for [V2 f (:c)] . The authors derive an
unbiased estimator as follows.

1.
1s not an

Any linear operator (matrix) A with ||A|| < 1 is invertible
and has the infinite series expansion A~! = 3772 (I — A)!
By normalizing, we can use this series expansion for B =
[V2fi(2)] " as well. Let

k

B® =3 (1 -V fi(x)) 6)

Jj=0

for some fixed k. We can show that B*) is an unbi-
ased estimator of the Hessian inverse and that £ [B(k)] —

[V2f(z)] ! as k — 0o. We can now use BX*) in (5) after
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we pick a suitable k. In fact, we can use a recursive formula,
BO =

BONY fi(xy) = Vii(zy) + (I — H(x))BU™VV fi(ay)
)

Notice that the recursive formula only uses products of the
form H(x:)z given a z. As long as we have a "black-box”
or “oracle” which can compute Hessian vector products, we
can form the inversion using the recursion. The full matrix
of the Hessian is never formed.

Recall that Newton method only promises convergence if
the starting point is close enough to the true solution. LiSSA
also includes within it a "warm start” — A suitable first order
algorithm is run until z; is within the region where it is pos-
sible to get linear convergence for its second order method.
We will paraphrase and state the main convergence theorem
(Theorem 7) from [Agarwal et al., 2017] for this method
here without proof. We need the following definitions. Let

ﬁmam = m_aX)\ma:r (Vsz(x)) )
Qmin = mjn)\min (V2fz (-T))

R; = max _ Prmar R = max Brmaa

TR N (V2 f () T Qpin

Theorem 2.1 Let [ be a-strongly convex and [3-smooth
and a generalized linear model (GLM). Let &y and R]*** be
the local condition numbers of f as defined above. Let Ty
be the time taken for the first order method to achieve an
error of ﬁ Let S = O ((/%}"”)2 In (%)), and Sy >

2k In (474;1), then for every t > T1,

* 1 *
P (llovss = a7l < gllor =7 ) =13

Moreover, each step of the algorithm takes at most O(md +
()2, d?), where d is dimension of model parameter

space. As a result, LiSSA returns a point x, such that
Flar) < min f(a) + ¢
in total time, O ((m + S1r;)dlog(1))

Notice that S7, the number of samples in a mini-batch and
So, the number of terms of the recursive series Hessian
approximation, both depend on the condition number of the
problem. For a well conditioned problem, we can get away
with smaller numbers. For an ill-conditioned problem, with
small «v and large 3, we have to use more terms of the series,
which will increase the cost of each iteration.

The authors also include several additions to this basic algo-
rithm. Consider the quadratic

Quly) = Flw1) + V) y + 5y V(e a)y

If we were to run any first order gradient descent algorithm
to minimize this quadratic form for a fixed z;, we will get
the update

Yyt =yl —VQuyl) = (I =V f(xe))yl + V(2) 8)

The authors notice that (8) is the same as the recursion
formula (7) with 3/ = BUV f(x,), so we can replace
the recursion formula with any first order gradient descent
method of our choice. In particular, the authors choose to
use a method that reduces variance. In the regime where
m >> d, that is we have more data samples than we have
model parameters, the authors are able to choose a fast
quadratic solver to accelerate the inner loop that computes
the Hessian approximation. For each sub-problem, lever-
aging the fact that the Hessian approximations are positive
semi definite, they improve upon existing techniques of
matrix-sampling/sketching and combine with accelerated
SVRG (variance reduced SGD) to accelerate convergence.
Although these are necessary to arrive at the O(d) conver-
gence rate they derive, we will omit details from this report
since it is not directly related to second order ML methods.

3. Diagonal of the Hessian: AdaHessian

Key Paper: AdaHessian: An Adaptive Second Order Opti-
mizer for Machine Learning [Yao et al., 2020]

As we mentioned in the introduction, we can think of BV f
as scaling and rotating the gradient vector, that is “condition-
ing” the gradient vector, before taking a step in the scaled
and rotated direction. In many cases, we may be able to
get almost all the advantages of the Hessian by using only
the diagonal of the Hessian matrix for this. The diagonal
of the Hessian ignores any cross correlations between dif-
ferent model parameters, but focuses on the scaling of each
model parameter itself. If the loss surface had some “’steep’
directions and some “flat” directions, gradient descent steps
tend to “ping pong” in alternating directions. This curvature
information is encoded in the diagonal of the Hessian matrix.
Scaling by it’s inverse lets us take longer steps in directions
which are flatter, avoiding the ”ping pong effect”, which
helps us get to the optimal solution faster.

>

Authors of the paper [Yao et al., 2020] take advantage of
this fact and present an algorithm AdaHessian, [Gholami].
Two key ideas of the algorithm are the use of approximate
iterative methods to compute the diagonal of the Hessian
and the use of exponential averages of the diagonal similar
to Adam. Let us take a look at both of these ideas now.

AdaHessian does not directly compute or store the diagonal
of the Hessian matrix. Instead it uses Hutchinson’s diagonal
algorithm [Bekas et al., 2007], which can compute the diag-
onal of a matrix given a black box that can perform matrix
vector multiplies. Hutchinson’s method picks a random vec-
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tor z;, whose entries are 1 or —1 with equal probability. The
Hessian black box is used to compute wy, = H z;. After a
few iterations, taking the average of wy, over k gives us an
approximation of the diagonal of the Hessian. Since this is
a diagonal matrix, computing it’s inverse is simply taking
the reciprocal of each element. In practice, AdaHessian
seems to only compute one iteration of Hutchinson’s algo-
rithm, and also suggest only changing the Hessian every few
iterations of the gradient descent to reduce cost.

AdaHessian is also adaptive similar to the Adam method.
Recall the Adam method [Kingma & Ba, 2015] with updates
of the form

Tt41 = Ty — T]tmt/vt &)
where my is a bias corrected version of the gradient and v

is a bias corrected preconditioner to the gradient. In Adam,
updates for m; and v; can be written as

(1= B1) X5y BV ()
my = 1_ Bi

o \/ (1—B2) Xy B3V () © V(1)
t — 1_ ﬁé

where j in V f;(z,) is the index picked up by the stochastic
gradient descent in the previous time step. We can think
of the 1/v; as a preconditioning term for the gradient de-
scent. AdaHessian replaces this preconditioning term with
an unbiased version of the approximate Hessian.

" \/ (1= B2) ¥ 85/ Dye) © Dya)

1- 54

where D; is the diagonal of the Hessian approximated using
Hutchinson’s method. The authors consider this step cru-
cial since it is computing a moving average of the Hessian
approximation over many iterations and this smoothes out
noisy local curvature information, focussing on the global
curvature information, much like what Adam’s precondi-
tioner does with gradients.

A third piece of the algorithm is that the authors also
smooth spatially in the parameter space, which helps re-
duce variations between different convolutional layers for
instance. Several results are shown where AdaHessian per-
forms slightly better or on par with Adam. However the
main advantage of AdaHessian seems to be in it’s robust-
ness to learning rate variability. As with Newton’s method,
approximate Newton’s methods are also usually robust to
changes in learning rate. That is, we do not need extensive
tuning to figure out the correct learning rate. Reproducing
here table 5 from [Yao et al., 2020] as figure 5 that shows
this robustness. While AdaHessian can be twice as expen-
sive per epoch compared to Adam, we can save actual time

IWSLT14

— AdamW
9 —— AdaHessian

Training Loss

—— Adamw
—— AdaHessian

-3
n

Training Loss
LI
n o

w
-}

20 40 60 80 100 120

&
in

Q 20 40 60 80 100 120
Epoch

Figure 2. Training loss curves for Adam and AdaHessian for ma-
chine translation benchmark datasets, IWSLT14 and WMT14

by not having to run several rounds of tuning to find the best
learning rate.

Finally, the authors also show a proof of convergence in
the appendix. Using almost the same arguments as one
would use for proving convergence of the Newton method,
they first show that for a-strongly convex and S-smooth
functions with of < V2 f(x) < BI, if we define updates of
the form Az, = H, *g,, then with the proper learning rate,
we get

ok
flaepn) — f@e) < —W”Vf(ft)HQ (11)

Here H " is defined for any k : 0 < k < 1las HF =
UTA~*U, using the eigen value decomposition of the H.
This result is more general than the result in many textbooks
(e.g.[Nesterov, 2004]) where it is shown for £ = 1, which is
Newton’s method. Using the fact that the diagonal elements
of H can be written as D; ; = eiTDei = eiTHei where e;
are the unit vectors for the standard basis on the parameter
space, they get that o < D;; < . As a result, they can
show (11) when H is replaced by it’s diagonal.
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LR Scaling 0.5 1 2 3 4 5
AdamW 3548 3560 3528 3478 1375 0.50
ADAHESSIAN 3536 3587 35.12 3495 3411 3332

Figure 3. The numbers reported for each method are BLEU scores
on the IWSLT14 machine translation dataset.Top row is the learn-
ing rate and we can see that while the scores change drastically for
Adam with learning rate, they change very little with AdaHessian

4. Stochastic Quasi-Gauss-Newton: SQGN

Key Paper: Deep Learning with a Stochastic Quasi-
Gauss—Newton Method, [Thiele et al., 2020]

When our loss function is of the form of a sum of squares
(usually arising from a least squares minimization problem),
there is another approximation that one can use for the Hes-
sian. If f(z) = £ (h(z) — d)T (h(z) — d), where d is some
given data, then the gradientis V f(z) = Vh(z)T (h(x)—d)
and the Hessian is of the form V2 f(z) = Vh(z)TVh(z) +
V2h(z)T (h(z) — d). We can ignore the second term and
take only the first term as an approximation to the Hessian,

V2f(x) ~ Vh(z)'Vh(z) (12)
which gives us the classic Gauss Newton method. That is

Zra1 = 2 — e [Vh(z)"Vh(z)] " Vh(2)" (h(z) - d)

(13)
This idea can be easily generalized to distance functions that
are not least squares as well. If f = [ o h, then V2 f(z) ~
Vh(z)TV?(h)Vh(z). Note that in this case, VI?(h) is the
Hessian of [ as a function of h. This is usually easy to
compute and has closed form solution for many distance
functions. Computing h(x) and it’s gradient and Hessian
are the expensive operations in this process. The Gauss
Newton update is of the form

Zra1 =z —my [Vh(2) VI (R)Vh(2)] " Vh(2)TVI(R)

(14)
Neither the matrix nor its inverse is formed in this approach.
Usually there is an inner loop optimization which iteratively
solves

[Vh(z)"VI*(h)Vh(z)] 6z = Vh(z)'VI(h)  (15)

The iterative approach only requires a black-box implemen-
tation of how a gradient and it’s transpose act on vectors.
We can also take advantage of the fact that we do not need
to solve this inner problem perfectly and can sub-sample
and use a much smaller sample of the data to compute this
approximate Hessian inverse. this This method has been
used successfully for ML in [Martens & Stuskever, 2011].

Also see section 6.1 of [Bottou et al., 2018] for a summary
and some discussion.

Let us switch gears for a minute and talk about Limited
memory BFGS (L-BFGS), which has been the workhorse
of optimization for several decades. L-BFGS forms an
approximation of the Hessian by building it up over several
iterations by taking differences between gradients at current
and past iterates. L-BFGS comes from a class of methods
referred to as quasi-Newton methods. Without going into
the actual iteration details (see [Nocedal & Wright, 2006]),
we recall that L-BFGS computes terms of the form

v =V f(zep1) — Vf(x) (16)

St = Tt41 — Tty

It is immediately obvious that it is not easy to extend this to
a stochastic framework. When we only use some of the data
samples in computing the gradient at an iteration, LBFGS
has the form

5;=Tyqp1 — Ty U = Z Vfi(®i41) — Z V fi(xy)
1€Ls41 i€ZLy

a7
vy 1s the difference between two terms which could have
come from possibly disjoint samples of the data and tends
to be noisy”. Taking differences between two ~’noisy” ob-
jects does not help the optimization. One of the methods
proposed is to take an average of the gradients over several
iterations, but this does not seem to improve the situation
either. A method proposed by [Byrd et al., 2016] is to define

St = Tg41 — Tty UV = Z Vin($t)$t (18)

1€Ty

Using (18) in an L-BFGS method does seem to converge
faster and improve the optimization. The cost of the Hessian
is amortized over many iterations. This can be confusing
since we were trying to avoid computing the Hessian’s in
the first place! However, once we know that we can use (18),
we can replace the Hessian computation in it with any of
the approximations we have been discussing! For instance
[Byrd et al., 2016] use a sub-sampling technique.

In [Thiele et al., 2020], the paper we are considering now,
authors combine the ideas of Gauss Newton and stochastic
L-BFGS and use the Gauss Newton approximation (12)
in (18). The idea was first proposed by [Liu et al., 2019],
and the authors in this paper have augmented it by using
a SVRG-like variance reduction. They call this method
Stochastic Quasi Gauss Newton (SQGN).

While the mathematics in this paper [Thiele et al., 2020] is
not completely new, what makes this paper interesting is
that the authors are trying to solve a problem which would
traditionally be solved using a partial differential equations
(PDE) constrained optimization. The authors are treating
this as a ML problem and the comparison to first order
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methods is interesting. Seismic tomography or seismic full
waveform inversion (FWI) are classic optimization prob-
lems that arise in geophysics for oil exploration or studies
of the earth’s mantle [Fichtner, 2011]. The problem is to
reconstruct the earth’s subsurface structure (velocities) from
seismic measurements on the surface. This is a non-linear
optimization problem and since we only have data at the
surface, there are known issues like non-uniqueness (“’cycle-
skipping”) and limited depth penetration of seismic signals,
especially in the presence of salt in the subsurface. Some-
times the PDE used as a constraint does not model all the
physics of the problem and as a result there is now some
interest in the geophysics community to use ML to solve
this problem and leave the physical modeling out.

Figure 4 shows the training loss and testing accuracy of
Adam and SQGN. We immediately notice that Adam out-
performs SQGN in both metrics. The figure shows results
from five different runs. SQGN is also reported to be 2.5
times as expensive as Adam. Once again, however, the ad-
vantage is in hyper-parameter tuning. SQGN was applied
to this new problem using the same hyper-parameters that
the author used for a different ML problem. They did not
need to tune their algorithm for this new setting or new data.
They also point out that there is little variation between the
results of five runs shown in the figure.
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Figure 2. Convergence behavior of Adam (o = 1072, top) and
SQGN (bottom) for the tomography problem. Loss (blue) and
SSIM index (red) are plotted for five repetitions of the experiment.

Figure 4. Figure 2 from [Thiele et al., 2020]. Convergence rate
and accuracy of Adam are better, but there is less variation in the
result from SQGN

One can still argue that Adam has performed quite well for
the seismic tomography problem. However, the image pro-

duced by SQGN is more realistic. The metrics we normally
use to compare different algorithms like the structural simi-
larity index do not seem to highlight that the SQGN image
is more realistic. This suggests that for this type of problem,
we may need newer metrics to evaluate the performance of
ML methods. We should point out that the experiments in
this paper have been performed using synthetic seismic data
and it has not been proven that this technique will perform
well with real seismic data.

Figure 5. Figure 4 from [Thiele et al., 2020]. Left panel: Reference
(True) solution. Middle panel: Result from Adam. Right panel:
Result using SQGN. Although metrics seem to show the Adam
performs better, for this problem there are fewer physical artifacts
when using SQGN as compared to Adam

5. Discussion

We have seen three different approaches to using second
order information for ML. There are some common features
among all three

¢ None of them form the actual Hessian matrix or use
it’s functional representation

* All of the approximate the Hessian using iterative meth-
ods and some of the speed up is related to how well
this inner problem can be solved

* All of them have to include some variance reduction
techniques to reduce the effect of noisy local Hessians
from corrupting the optimization

* All methods show a robustness to hyper-parameters,
which might be the key advantage of second order
methods.

ML algorithms differ from classical optimization problems
in that we have to worry about generalization of recovered
models as well. In classical optimization, we have achieved
success once we are able to fit a model to the given data
within some error tolerance. However, for ML algorithms, it
is not enough to determine a model within error tolerance on
the given training data, the model needs to work well enough
to predict on new data as well. That is, our optimization
algorithm must reduce the loss function, but must do it in
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such a way that we do not lose accuracy on test data (and
future unknown data). Since second order methods do a
very good job of reducing the loss function, there is always
the danger of over-fitting the training data and not achieving
required accuracy. There is still a lot of research that can be
done!

While it is not immediately clear whether second order
methods are good at generalization, there do seem to be
several advantages in using them. One key advantage is
their robustness to learning rate, which can avoid expensive
tuning runs for new problems. Another advantage of second
order methods is their ability to resolve cross talk [Pan &
Innanen, 2016] which is evident in non ML applications (
where first order methods struggle). When we are simulata-
neously solving for multiple parameters, using limited data,
we could have two solutions that minimize the data misfit in
the similar ways. Second order methods have the ability to
mitigate some of these non-uniqueness issues. It is not clear
yet whether this is an issue for ML or not, since methods
like Adam can mitigate cross talk to some extent. Since
all nonlinear problems are different, this may be a future
research possibility.

This report only touched on some of the research on this
topic. There are several other flavors of second order meth-
ods. [Dong et al., 2019] use the Hessian in a different way
to reduce the memory footprint of neural networks. Several
other authors are pursing stochastic L-BFGS variations as
well, see [Bollapragada et al., 2018], and [Meng et al., 2020].
Second order information has also been used to reduce di-
mensionality of problems via matrix-sketching in [Berahas
et al., 2019], [Berahas et al., 2020]. We also recommend
the review paper, [Bottou et al., 2018] for a holistic view of
second order methods in machine learning.
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Exploring the Effects of Discrete Optimizers as Layers of Continuous Methods

Byungjun Kim !

Abstract

Traditionally, there has been a gap of knowledge
between discrete solvers and continuous methods.
As machine learning grows in importance to prob-
lems such as image classification and segmen-
tation, the incompatibility between continuous
methods and discrete problems becomes apparent,
and the discreteness of problems severely inhibits
their utility to machine learning advancement. We
will explore some real examples of discrete opti-
mizer relaxations to use as layers in continuous
methods, and their effects on algorithm function-
ality or optimality, as well as a comparison with
current leading algorithms. In particular, we dis-
cuss a relaxed SAT solver to train a neural net-
work to solve sudoku puzzles (as well as image
identification and classification) and a differential
mask matching network to address image segmen-
tation and identify distinct moving objects within
multiple frames of videos.

1. Introduction

What exactly are discrete solvers and continuous methods?
What makes them irreconcilable? In order to understand the
relationship between discrete optimization and continuous
methods, we first define the two fields, and elaborate on
their key differences that cause tension between them.

1.1. Discrete Solvers/Optimizers

Discrete solvers, which involve algorithms that solve prob-
lems on discrete variables, typically require integer con-
straints, and are good for solving purely discrete models.
That is, they compute a model’s next simulation time step,
and thus do not compute continuous states. A classic ex-
ample of a discrete optimizer, and one that we will discuss
further today, is the sudoku puzzle. The puzzle consists of
a structure of numbers defined by “rules”, i.e. constraints,
that apply digits 1-9 into various boxes in the 9x9 sudoku
board. Some other noteworthy discrete solvers include ILP,
the knapsack problem, and graph algorithms, like traveling
salesman. Typically, discrete solvers require knowledge
of the various constraints necessary to solve the problem,

and thus require an extensive and comprehensive infras-
tructure for the algorithm to properly execute. This can
be costly to implement, and does not fare well with low-
info/unsupervised learning, such as image classification.

1.2. Continuous Methods

Continuous methods represent models that use continuous,
differentiable data as input. The traditional example of a
continuous method is a neural network, or any ML model
dealing with continuous data, like using gradient descent.
Continuous methods are highly advantageous in solving
problems where the problem is not completely defined, or
when one wants to look for patterns or trends in the data.
However, continuous methods are not applicable to discrete
data, and have long been unable to solve ILP or sudoku-like
problems with integer constraints. Consequently, contin-
uous methods like neural networks are not able to solve
discrete problems, thus creating this tension between dis-
crete solvers and continuous methods.

1.3. Resolving Differences

To explore possible solutions to apply discrete solvers to
continuous methods, we will discuss two experimental im-
plementations of discrete solver relaxation to obtain a con-
tinuous, differentiable stream that can be used in continuous
methods. In particular, we will explore the following two
papers, with supplemental insight from many others:

* SATNet: Bridging deep learning and logical rea-
soning using a differentiable satisfiability solver by
Wang et al. (2019).

e DMM-Net: Differentiable Mask-Matching Net-
work for Video Object Segmentation by Zeng et al.
(2019).

In analyzing these papers, we will discuss key factors the
authors used to apply relaxed discrete solvers to their respec-
tive continuous methods, and seek to define those character-
istics that might further bridge discrete solvers to continuous
method, hopefully clarifying a solution for resolving their
tension.
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2. MAXSAT Relaxation

SAT, or boolean satisfiability, is a well known problem in
computer science and logic, in which a solution is sought (if
there exists one) using the logical operator constraints pro-
vided. A simple example is the N Queens problem, which
solves the maximum number of queens allowed on a stan-
dard 8x8 chess board such that the queens cannot attack each
other. This problem can be represented as a set of integer
constraints of each queen’s “range” and position encoding.
This problem can then be fed as input as an algorithm to
determine solutions that satisfy all of the boolean clauses.

"]

"

"]

"]

Figure 1. A valid solution to the N Queens problem

The discrete solver used to solve the sudoku problem is
the MAXSAT solver, or "Maximum Satisfiability”. Similar
to SAT, MAXSAT aims to solve a given set of boolean
operators, but instead of finding unique solutions that satisfy
ALL boolean clauses, MAXSAT determines those solutions
that satisfy the greatest number of clauses. In a typical
SAT sudoku solver implementation, the 9x9 sudoku board is
encoded in bit representation, with its rules and relationships
defined in the encoding. However, for relaxed MAXSAT, a
looser approach is taken, without all of the rules to sudoku
explicitly represented in the data.

2.1. SDP Relaxation

In order to obtain a continuous, differentiable MAXSAT
variation, the authors apply a fast coordinate descent
approach to solving a Semidefinite Programming (SDP)
relaxation to MAXSAT (Wang et al., 2017). This SDP
relaxation produces strong approximation guarantees for
MAXSAT, while producing a differentiable optimization-
based MAXSAT solver that can be used as a layer in a
machine learning algorithm.

Consider a MAXSAT instance with n variables and m
clauses. If we let o € {—1,1}" denote binary, integer

assignments to the problem variables, where v; is assigned
the truth value of variable i € {1,...,n},and § € {—1,0,1}
fori € {1,...,n} where s;; denotes the sign of ; in clause
j €{1,...,m}, then we can present the MAXSAT problem
as

m n

grgt{x_l{nge; Z:\/I 1{5;;9; > 0}.
To form an SDP relaxation of the above MAXSAT equation,
we relax the discrete variables ; into continuous variables
v; € R¥, |lv;|| = 1, with respect to some “truth direction”
vt € R¥, ||vr]|| = 1, with coefficient vector 51 = {—1}™
associated with vr. The continuous variable v; relates to
the discrete ¥; by P(9; = 1) = cos™'(—v{vT)/m, an
approach determined by randomized rounding (Goemans &
Williamson, 1995). The SDP relaxation yields

minimize (STS,VTV), subject to
VeRkEX(n+1)
il =1,6=T,1,...n

vy € RFX(+1) and
5, dia 1 c Rmx(n-ﬁ-l)'

$n] diag(——)

Which represents a continuous, differentiable variation of
MAXSAT that can be fed as a layer in a deep network, as
we describe in the following section.

where V = [vr v ...
S = [§T §1

2.2. SATNet Layer

Using the relaxed SDP MAXSAT solver, we can create a
deep network layer to aid in training. We start by defining
I C {1,...,n} as the indices of MAXSAT variables with
known assignments and O = {1,...,n} I the indices of
variables with unknown assignments. Then, our layer takes
our relaxed probabilistic inputs z; € [0, 1] and produces the
assignments of unknown probabilistic variables z; € [0.1].
Using these inputs Z;, a forward pass is computed using
our coordinate descent algorithm and the weights of the
layer are determined from SDP.

From the relaxed outputs from our forward pass, we convert
these outputs to discrete/probabilistic variable assignments
Zy, or assignments to our unknown variables, by random-
ized rounding. For every v,, 0 € O, we take some random
hyperplane r from the unit sphere and assign

N 1
Vo =
-1

This randomized rounding procedure, with the correct
weights S, assures an optimal expected approximation ratio
for our MAXSAT solver (Goemans & Williamson, 1995;

iFaion(oTr) = sion(oLr
if 51gn(.:.0 r) = sign(vyr) oco.
otherwise
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Model Train Test Model Train Test Model Train Test

ConvNet T72.6% 0.04% ConvNet 0% 0% ConvNet 0.31% 0%
ConvNetMask 91.4% 15.1% ConvNetMask 0.01% 0% ConvNetMask 89% 0.1%
SATNet (ours) 998% 98.3% SATNet (ours) 99.7% 98.3% SATNet (ours) 93.6% 63.2%

(a) Original Sudoku.

(b) Permuted Sudoku.

(c) Visual Sudoku.

74.7%.)

Figure 2. Results for 9x9 Sudoku experiments.

Wang & Kolter, 2019). In essence, this aids in obtaining the
correct z, boolean solution that maximizes our MAXSAT
objective, or solve the sudoku puzzle.

Now that we have our forward pass computed, the authors
derive the backward pass updates to integrate our SATNet
layer with the deep network. The backward pass, which I
will not go into but leave in the appendix to explore, takes a
coordinate descent approach that applies gradients with re-
spect to output relaxations to a modified coordinate descent
algorithm. The algorithm uses rank-one updates to maintain
and modify ®, a variable key in making the algorithm’s
runtime O(nmk).

2.3. Experimental Results

The relaxed MAXSAT-deep network integration was tested
in three categories for sudoku, each with 9K training exam-
ples and 1K test examples:

* Bit representation, with locality structure implicitly
built into the data stream

* Bit representation, but permuted in order to remove
any and all locality that may have been used

e Visual representation of a sudoku board with
filled/’empty” squares.

To compare results of SATNet, two alternate, deep learning
options display results alongside SATNet:

* ConvNet, a standard implementation of a convolutional
neural network

* ConvNetMask, a modified CNN that receives a binary
mask indicating those bits that must be learned.

The goal of each sudoku puzzle representation is to demon-
strate SATNet’s ability to learn the rules of the game and
to complete each board accurately without being explicitly

told the relationships between variables, and to demonstrate
SATNet’s flexibility in learning from various streams and
methods of data, as well as its efficiency and competitive-
ness against other neural networks.

2.3.1. BIT REPRESENTATION (ORIGINAL SUDOKU)

The bit representation of a sudoku puzzle tests SATNet’s
ability to learn to solve sudoku puzzles without hard-coded
relationships between the bits. In SATNet, the input is vec-
torized, and does not rely on locality structures or other
to learn to solve puzzles. Referring to the table displayed
above, SATNet outperforms both ConvNet and ConvNet-
Mask by a great margin, as expected. These results demon-
strate SATNet’s massive advantage in learning rules to previ-
ously discrete problems that continuous methods struggled
to learn and solve. In fact, the standard CNN performed
dismally, as it cannot learn the rules of the discrete problem
without guidance. The masked CNN performs better, given
its reliance on the bit mask to determine bits to learn, but
still nowhere near SATNet.

2.3.2. PERMUTED BIT REPR. (PERMUTED SUDOKU)

In order to remove any locality structure that may be taken
advantage of in the bit representation, a permutation is ap-
plied to the representation such that the relationship between
bits is maintained, but order is scrambled and locality ef-
fectively erased. CNN, predictably, performs just as poor
as previously. In fact, it performs even worse now that any
inkling of additional information it had used before has been
removed. ConvNetMask previously had been provided a bit
mask marking those bits to be learned, but now that the bits
have been scrambled, the binary mask is not particularly
useful without the locality structure, and it’s clear that CNN
and ConvNetMask are not able to learn the underlying rules
of the game. SATNet, on the other hand, does not rely on the
structure of the bit representation, but rather the relationship
between the bits themselves, and is thus able to perform
exactly the same as before permutation, showing strong
evidence of superiority in learning using discrete solvers.

(Note: the theoretical
“best” test accuracy for our architecture is
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Figure 3. An example of a MNIST digit-filled sudoku board, with
Os representing spaces to be filled.

2.3.3. VISUAL SUDOKU

Visual sudoku, as displayed above, is a visual representation
of a sudoku board, where cells are filled with given num-
bers 1-9, and spaces to be filled are represented with zeroes.
This requires additional layers and combining multiple net-
work layers to process the MNIST digits and convert the
visual representation to some readable, logical stream, so
that the sudoku algorithm can compute and solve the puzzle.
Traditionally, neural network architectures are not able to
represent this complexity well, and the results show exactly
that, with CNN performing poorly per usual. ConvNetMask
performs well during the training phase, but ultimately over-
fits and cannot convert its results to the test phase. SATNet,
however, performs well in both training and testing, and
demonstrates its clear ability to learn the rules of the game”
directly from visual input that previously had been unheard
of with both discrete solvers and neural network architec-
tures.

2.4. Conclusion

SATNet has a clear advantage in processing and accurately
solving a variety of input types compared to traditional
continuous methods. Additionally, it has a runtime that
outperforms most discrete solvers, and does not require
computational “hand-holding” with a hefty infrastructure
and the need for many constraints and rules. Instead, SAT-
Net utilizes the discrete, optimization aspects of discrete
solvers and applies them to continuous methods so that they
can learn the rules and constraints, and produce accurate
and efficient results, taking the best of both sides. We will
see in the following section that a similar process ensues for
image segmentation.

3. DMM-Net Image Segmentation

Differentiable Mask-Matching Network, or DMM-Net, is a
novel solution to video object segmentation that applies
relaxation to a discrete optimizer and integrates it as a
layer in a continuous method. Specifically, using a Mask-R-
CNN backbone, the Mask-R-CNN extracts mask proposals
per video frame and create matches between the object
templates and proposals as a linear assignment problem
(LAP)(He et al., 2017). DMM-Net resolves its LAP by
unrolling a projected gradient descent algorithm, whose
projection exploits Dykstra’s projection algorithm (not to
be confused with Dijkstra’s Algorithm). This algorithm
relaxes the LAP to a continuous and differentiable model,
which is applied as a layer in the Mask-R-CNN to achieve
competitive video segmentation mask-matching results.

3.1. Introduction

Video segmentation, exampled below, is the process of par-
titioning a video frame into background and objects in the
foreground, typically that draw significant attention. This is
an incredibly important task in computer vision, especially
with its use in security/surveillance, autonomous driving,
video editing, and more.

Figure 4. An example of DMM-Net’s video object segmentation:
The runner, cart, and rider are all determined “objects” while the
background is not.

DMM-Net applies to semi-supervised video object segmen-
tation (VOS), which means instance masks are provided for
the first few frames of the test videos. With just this informa-
tion, the algorithm must process the information frame by
frame and maintain a tight representation of the object(s) in
focus throughout the video (i.e. we want the same mask to
apply to the same object over multiple frames, whether the
object moves in frame or not). Currently existing VOS algo-
rithms, which leverage pretrained deep neural network for
object masks, cannot integrate DMM-Net’s optimal match-
ing algorithm that provides more accurate masks due to its
inherent non-differentiable nature. This is a key advantage
with DMM-Net that we will see when comparing results
with competitive algorithms.
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DMM-Net first extracts mask proposals with a pre-trained
Mask-R-CNN (similar to other leading deep networks), and
then matches those proposals against the mask templates
provided (i.e. the template for the first frames, then every
subsequent computed template), assigning matching costs
of each proposal. While similar to a standard deep network
VOS model, the key difference is DMM-Net’s leverage of
the linear cost assignment problem, and its relaxation that
makes the cost assignment problem differentiable and thus
includable as a layer in the network.

3.2. Mask Matching

There are two main classes of image matching: Pixel-level
matching and Mask-level matching. While both are viable
options for video object segmentation and determining
instance masks, pixel-level matching is quite memory and
computation intensive and does not utilize nor address the
optimal matching algorithm used in DMM-Net. Because of
this, DMM-Net uses mask-level matching instead.

DMM-Net’s mask-level matching involves tracking the ob-
ject parts in the video by computing similarity scores be-
tween the proposal and templates in the reference frame,
solving the matching problem with an iterative solver, a
verifiably better solution opposed to many other models that
rely on a greedy algorithm that takes the greatest score.

3.3. Model

DMM-Net’s novelty arises from its differentiable mask
matching (DMM) and its method for mask refinement,
involving an iterative discrete-relaxed matching algorithm.
First, as input for the DMM stage, the model extracts
mask proposals per frame with a COCO-pretrained Mask
R-CNN, selecting the top 50 proposals. Then, using a
CNN fpy, where 6 denotes learnable parameters for the
mask matching cost, we extract features for the given mask
proposals P! and templates R (proposals from time t,
templates taken from the first frame).

Once the proposals and templates have been identified, we
can determine the features for both; that is, we can compute
fo(ri) and fa(ph), where i and j denote the i*" and j*"
template and proposal, respectively. DMM-Net’s matching
cost matrix, C*, utilizes cosine similarity and Intersection-
over-Union (IoU) to compute the difference cost between
masks:

Oz't,j = (A—1)cos (fe(p§), f@(ﬁ)) - )\IOU(p;,ri)

Where 0 < A < 1 is a hyperparameter determined by
the user to control the learning process. The result of this
applied to our mask proposals and templates is the cost

matrix C?, of size n x m?!, where each row and column
reference a template and mask proposal, respectively.

3.4. Cost Matching Problem

The discrete solver DMM-Net uses is a well known inte-
ger linear programming problem, the bipartite matching
problem. To summarize, bipartite matching is a typically
graphical problem that entails partitioning a vertex set into
two smaller sets such that no edge exists between two ver-
tices in the same set. For DMM-Net’s purposes, we focus
on minimum-cost bipartite matching, or determining the
maximum cardinality matching that has minimum cost.

Figure 5. An example of a bipartite graph, where no two vertices
on either the left nor right have edges between themselves

Algorithmically, minimum cost bipartite matching can be
expressed as the following ILP problem:

Hﬁ\i'n Tr (C X T)

s.t. X1, =1,

x"1, <1,
X >0
Xi\j <€ {0 1}’ \_/(’J')

Where X € R™*™ is a boolean assignment matrix (hence
the last line), and 1,,, 1,,, are one vectors of size n and m,
respectively. Using this discrete solver directly for VOS
would give us a time complexity of O(m?), which is far too
large, and would also not back propagate easily. Addition-
ally, a pure discrete solver would supply exact matchings,
which are not necessary in VOS - a real, closely approxi-
mated assignment matrix would suffice for mask matching.
Thus, DMM-Net proposes the following linear program-
ming relaxation:

min Tr (CX T)
X
s.t. X1,,=1,

x"1, <1,,
X > 0.
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Figure 6. DMM-Net process from template to predictions; Proposals and templates are generated, assignment matrix is computed, masks

are matched, refined, and predictions are outputted.

Namely, the differences being that instead of X; ; € {0, 1},
i.e. binary, we drop that clause entirely, such that X; ; € IR.

With this relaxed problem, DMM-Net introduces the pro-
jected gradient descent algorithm below, where Nyrad and
Nproj are the number of gradient descent steps and pro-
jection steps, respectively. At each iteration, X is updated
following the negative gradient direction, as is typical, but
to compute the projection of the updated X onto the con-
straint set, DMM-Net exploits a cyclic constraint projection
method, Dykstra’s projection algorithm, which is guaranteed
to converge, and as a bonus, is straightforward to implement
(Dykstra, 1983).

Algorithm 1 : Projected Gradient Descent for Matching
1: Input: Ny, Nproj, X, o, C
2: Initialization: X° = X
3: Fori=1,2,..., Noa:

4: Xt= X1 _qaC
5: Y0=Xi.q1=0,(12=0,(13=0
6: Forj=1,2,... Ny
7: Vi=Pi(Yo+aq), ai=Yo+aqa —Y1
8: YQ = PQ (Yl =+ (12), g2 = Yl +qo — YQ
9: Ys=P3(Ya+q3), g3=Yo+qz—Y3
10:
11: X' =Y; N
12: Return X = ﬁ S X
3.5. Mask Refinement

After matching according to the projected gradient descent
algorithm, for each mask template, DMM-Net outputs
one mask that is fed to the final refinement stage before
prediction. After obtaining the optimal assignment X, we

compute a weighted combination of the proposal masks P
to refine our mask.

First, we resize the mask proposals such that the proposals’
resolutions match that of the image. Then, we paste the
proposals onto empty images such that the proposal, P, is
now the same size as the input image. Then, to obtain the
cost-matched mask ]5, we take the tensor product of the cost

matrix and the corrected proposal:
P=X®P

where X € R"*™, P € R™HXW P g Rn<HXW ang
H and W denote the height and width of the input image. P
is a matrix containing the matched masks, where each H x
W slice in P represents the matched mask corresponding
to a particular template. With the matched masks given
in P, we refine them against the corresponding templates,
and run them through the rest of the deep network’s four
ConvLSTM refinement layers to generate our final VOS
predictions(Shi et al., 2015).

3.6. DMM-Net Results

The dataset used for training and validation are YouTube-
VOS(Xu et al., 2017), DAVIS 2017(Perazzi et al., 2016),
and SegTrack v2. Some primary metrics the authors used to
score different models are

e mloU*, the mean Intersection-over-Union over all
frames, used for the SegTrack dataset

* G, the average match score between a model’s predic-
tion and actual object instance, used for YouTube-VOS
and DAVIS 2017
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Js  Ju Fs Fu | Gum Methods | Tt | Faa | G Methods Onlirllc mloU* | mIoUt
OSMN[16] | 600 406 60.1 440|512 MakRNN[14] | 455 | - - Learning
;'{‘jﬂf‘;*;‘kl' I gg; 43.1 322 41.7 ;3: OSMN [46] | 52.5 | 57.1 | 54.8 OSVOS [6] v 619 | 654
OnAVOS(39] | 601 466 627 514 |ss2  FAVOS[I] 546 | 61.8 | 582 OFL [36] v 67.5 ;
RVOS [17] 63.6 455 672 510 | ses  VideoMatch[15] | 56.5 - - MSK [¢] v 674 70.3
8§28 [14] 66.7 482 655 503|577 MSK [27] 633 | 67.2 | 653 RGMP [7] - 71.1
0SVOS (6] 59.8 542 605 60.7 | 58.8 RGMP [1] 64.8 | 68.6 | 66.7 MaskRNN [14] 72.1 -
S25 [44] 7.0 555 70.0 612 | 644 FEELVOS [*5]* | 659 | 72.3 | 69.1 LucidTracker [1 7] v - 77.6
DMM-Net 60.3 306 635 57413580 pyeNet[21] |67.3 | 71.0 | 69.1 DyeNet [ 1] - 78.3
DMM-Net 68.1 | 73.3 | 70.7 DyeNet|[21] v - 78.7
DMM-Net 76.8 76.7

Figure 7. Results of running various models on YouTube-VOS, DAVIS 2017, and SegTrack v2, respectively. Subscripts .S and U stand for
”Seen” and "Unseen”, referring to object categories in the validation set that have previously been seen in the training set or not. Subscript
M refers to mean. Measurement is taken on each table by the Jaccard Index, or IoU.

In addition, some supplemental metrics offer more depth to
each model’s efficacy:

» mIoU®, the mean ToU over all instances of appearance

e J, the region score of the prediction, computed as
a Jaccard Index (IoU) of the pixels within the mask
(Pont-Tuset et al., 2017)

» F, the boundary (contour) score of the prediction, com-
puted as IoU of pixels at the spatial extent of the mask.

Referring to the table above, each score reported tracks
the IoU score for each outputted prediction against the ac-
tual instance, meaning a higher score reflects a more accu-
rate prediction. For the YouTube-VOS dataset(left), while
DMM-Net underperforms S2S, a sequence-to-sequence
RNN driven deep network (Xu et al., 2018), it ranks as
one of the highest scores in the table. For DAVIS 2017,
DMM-Net outperforms other models significantly, and for
SegTrack v2, DMM-Net tends toward the higher scores.
Outside of accuracy, we compare runtime and computa-
tional efficiency with other models. DMM-Net achieves
competitive results in half of S2S’s time. Additionally, for
the backbone used for feature extraction, using a different
backbone (i.e. ResNet-50, ResNet-101, ResNet-152, or
other) could significantly improve DMM-Net’s accuracy.

3.7. Conclusion

DMM-Net achieves competitive results for video object seg-
mentation with significant advantages in runtime. These
results are obtained by use of a discrete solver relaxation,
i.e. modified minimum cost bipartite matching. The relaxed
discrete solver applied to a deep network as a layer allows
improved speeds without sacrificing much accuracy, if any.
Additionally, DMM-Net’s novelty offers room for growth,
perhaps by using different backbones to obtain accuracy im-
provements, or selecting a multi-partite matching problem

rather than bipartite. Overall, DMM-Net establishes itself as
a solid competitor in VOS, and introduces the capabilities of
a differentiable relaxed discrete solver in a computer vision
setting, opening the door for novel solutions in the discrete
solver-continuous method field.

4. Discussion

SATNet and DMM-Net share the core concept of relaxing
a discrete solver for use as a layer in neural networks,
a continuous method. Though the two algorithms deal
with separate problem sets — Sudoku puzzle-solving for
SATNet and video object segmentation for DMM-Net —
both algorithms successfully and competitively accomplish
their tasks as novel solutions to a difficult problem. In both
instances, relaxing a discrete problem to a continuous, dif-
ferentiable one allowed significant runtime improvements,
and were more applicable to machine learning’s acceptance
of fewer rules and correctness.

For SATNet, that meant modifying a MAXSAT problem,
which traditionally runs until exhaustion to find the
maximum satisfying set, to accept approximations that,
though not 100% accurate, provide reasonably close results
for a fraction of the time. For DMM-Net, that meant
relaxing a traditionally ILP problem, the minimum cost
bipartite matching problem, to an LP problem by allowing
real numbers in the cost matrix, rather than exhaustively
computing the single unique cost matrix binary solution.

Utilizing this relaxed discrete solver as a layer in a contin-
uous method allows the model to tackle traditionally unre-
solvable differences between discrete solvers and continu-
ous methods. SATNet blazes a path for solving previously
high-infrastructure demanding problems with low guidance
neural networks, whereas DMM-Net introduces using re-
laxed discrete solvers to solve problems that may not need
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100% accuracy. Overall, discrete solvers for continuous
methods is a burgeoning field in optimization and machine
learning, and is one we expect to make large advancements
to ways we approach problems in the future.
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