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## Chapter 1


#### Abstract

This chapter introduces optimization through data science and ma-


 chine learning applications. We discuss some of the places optimization appears and gradually introduce the reasoning that will lead to the well-known definitions and assumptions usually made in optimization. We will fix the mathematical notation of most of the optimization problems discussed in this course and introduce the notion of Black Box in optimization. This chapter will conclude with a primer on linear algebra and the basic numerical analysis operations needed for this course.What are these notes about $\mid$ some optimization examples Black Box oracle linear algebra primer

Notation. We obey the following notation: a $p$-dimensional vector $x$ (we will assume the real case for most of the course unless otherwise stated) is denoted by

$$
x=\left(x_{1}, x_{2}, \ldots, x_{p}\right)^{\top} \in \mathbb{R}^{p}
$$

A variant often found in the literature uses brackets [.] instead of parenthesis, which is considered equivalent based on the context. With a slight abuse of notation, we use plain lowercase letters for both scalars and vectors, but the distinction should be apparent from the context or stated explicitly. The notation ${ }^{\top}$ denotes the transpose operation that translates a column vector into a row vector, and vice versa. Throughout the course, we might use $i$ ) $x_{i}$ to denote the $i$-th entry of a vector, $i i) x_{i}$ to denote the putative solution of an iterative method at the $i$-th iteration, or $i i i) x_{i}$ to denote the $i$-th column of a matrix. The distinction should be clear again from the context.

A general optimization criterion is described as follows [1-5]:

$$
\begin{array}{ll}
\min _{x \in \mathcal{C} \subseteq \mathbb{R}^{p}} & f(x) \\
\text { subject to } & g(x) \leq 0
\end{array}
$$

Here, $f: \mathbb{R}^{p} \rightarrow \mathbb{R}$ is the objective criterion, $g: \mathbb{R}^{p} \rightarrow \mathbb{R}$ is a function that represents some of the constraints, and $\mathcal{C} \subseteq \mathbb{R}^{p}$ is a restriction on the values that the solution can take. Usually, $\mathcal{C}$ is defined such as:

$$
\mathcal{C}=\left\{x \in \mathbb{R}^{p} \mid \text { further conditions on } x\right\}
$$

We generally use calligraphic uppercase letters to denote sets; e.g., $\mathcal{C}, \mathcal{S}, \ldots$ One can argue that we can also include $g$ in the description of $\mathcal{C}$, i.e., $\mathcal{C}=$ $\left\{x \in \mathbb{R}^{p} \mid\right.$ further conditions on $\left.x, g(x) \leq 0\right\}$, but we often include such additional constraints in the description, especially when we can handle them in a specific/clever way to approximate the solution for this objective. In any case, both descriptions are equivalent.
The set of $x$ 's that satisfy the intersection of $g(x) \leq 0$ and $\mathcal{C}$ constitutes the feasible set. Finding the solution $x^{\star}$ that min-
imizes the objective while belonging to the feasibility set is the optimization task.
As it will be an essential description for several problems in this course, we also describe a matrix version as an optimization criterion. A $p \times d$ matrix $X$ is denoted as:

$$
X=\left[\begin{array}{cccc}
X_{11} & X_{12} & \ldots & X_{1 d} \\
X_{21} & X_{22} & \ldots & X_{2 d} \\
\vdots & & \ddots & \vdots \\
X_{p 1} & X_{p 2} & \ldots & X_{p d}
\end{array}\right] \in \mathbb{R}^{p \times d}
$$

We will generally use uppercase plain letters for matrices unless otherwise stated (E.g., a common use of an uppercase letter as a non-matrix variable is as a universal constant, say $C$ or the Lipschitz gradient continuity constant $L$ ). Then, after changes in the domain of $f, g$, such that $f: \mathbb{R}^{p \times d} \rightarrow \mathbb{R}$ and $g: \mathbb{R}^{p \times d} \rightarrow \mathbb{R}$, we have a matrix-variable optimization problem as in:

$$
\begin{array}{ll}
\min _{X \in \mathcal{C} \subseteq \mathbb{R}^{p \times d}} & f(X) \\
\text { subject to } & g(X) \leq 0
\end{array}
$$

## Types of optimization.

- Constrained optimization: whenever any constraints on $x$ are present, like in the description above.
- Unconstrained optimization: no constraints; this means that the problems above look like:

$$
\min _{x \in \mathbb{R}^{p}} f(x) \quad \text { or } \quad \min _{X \in \mathbb{R}^{p \times d}} f(X)
$$

This course will consider only problems with a non-empty feasibility set.

Types of solutions. A key distinction between non-trivial solutions to an optimization criterion is:

- Global solution: we usually denote the global optimal solution with $x^{\star}$. $x^{\star}$ has the property that $f\left(x^{\star}\right) \leq f(x)$, for any other $x$ in the feasibility set. (Note that there might be other $x$ 's that get even smaller objective value, but they do not satisfy the constraint set.)
- Local solution: let us use here the notation $\bar{x}$ for a local solution. Then, $\bar{x}$ satisfies $f(\bar{x}) \leq f\left(x^{\star}\right)$. (For the moment, the way we define the local solutions is arbitrary and contains all the non-global points in the feasibility set, which is enough for now. The distinction between local minimum/maximum, saddle points, etc., will be provided later during the course).

Some examples where optimization is used. Let us describe some classical and some less classical problems that utilize optimization for their solution.

Linear regression a.k.a. least squares. [6-8] Let $A \in \mathbb{R}^{n \times p}$ be a given matrix such that:

$$
A=\left[\begin{array}{ccc}
- & a_{1}^{\top} & - \\
- & a_{2}^{\top} & - \\
& \vdots & \\
- & a_{n}^{\top} & -.
\end{array}\right]
$$

Here, $n$ denotes the number of samples/data points we have, and $p$ is the number of features for the problem. We also have some observations $y \in \mathbb{R}^{n}$. Assume that we know that the predictor $f\left(x, a_{i}\right) \equiv f_{i}(x)=a_{i}^{\top} x$ is the right model to fit the data. Then, the goal is to find the vector $x$ that minimizes the $\ell_{2}$-norm discrepancy between the observations $y_{i}$ and the prediction $f_{i}(x)$ as in: ${ }^{1}$

$$
\min _{x \in \mathbb{R}^{p}}\left\{\frac{1}{n} \sum_{i=1}^{n}\left(y_{i}-f_{i}(x)\right)^{2}=\frac{1}{n} \sum_{i=1}^{n}\left(y_{i}-a_{i}^{\top} x\right)^{2}\right\}
$$

The above objective is the linear regression and the least squares objective. (Definitions of inner products are provided in the linear algebra primer that follows.)
Quantum state tomography, a.k.a., least-squares over matrices with low-rank constraints. [9] Assume we have a quantum computer in our possession. A quantum computer is generally described by its quantum state. I.e., all approximations and errors put aside, a quantum computer "evolves" its quantum state from an initial state (initialization) to the final state (output of the algorithm). That quantum state can be represented as a density matrix:

$$
X_{t}^{\star} \in \mathbb{C}^{d \times d} \quad \text { such that } X_{t}^{\star} \succeq 0,
$$

where the subscript $t$ represents the time index. (In the quantum information notation, densities are represented as $\rho_{t}$ ). Observe that we work in the complex domain. What a quantum algorithm does then is, through a series of operations ( $=$ a sequence of quantum gate applications), to produce $X_{0}^{\star} \rightarrow X_{1}^{\star} \rightarrow \cdots \rightarrow X_{T}^{\star}$, such that $X_{T}^{\star}$ somehow contains the answer to a problem.
Bringing back errors, this sequence of density matrices includes noise, often magnified from step to step. Thus, even if we perform the first step $X_{0}^{\star} \rightarrow X_{1}^{\star}$, we are not sure whether the quantum computer's state is actually (or even approximately) $X_{1}^{\star}$. One of the ways to test the validity of this step is through tomography: we obtain tomographic measurements by applying some special structured matrices on (the assumed to be) $X_{1}^{\star}$, and from these observations, we recover the best matrix that fits the measurements. If that matrix, say $\widehat{X}_{1}$, is close to $X_{1}^{\star}$, then we are confident that this step is performed as expected.
In math, this translates into forming a set of matrices $A_{i} \in \mathbb{C}^{d \times d}$ that will lead to the set of tomographic measurements. E.g., assume that we take measurements from a state $X^{\star}$; the measurements look like:

$$
y_{i}=\operatorname{Tr}\left(A_{i} X^{\star}\right)+\varepsilon_{i} .
$$

Here, we observe $X^{\star}$ indirectly through $\left\{y_{i}, A_{i}\right\}_{i=1}^{n}$ measurements, that are contaminated with noise $\varepsilon_{i}$.
Now, given $\left\{y_{i}, A_{i}\right\}_{i=1}^{n}$, how do we recover $X^{\star}$ ? If we have enough measurements, maybe it is sufficient to solve just a matrix version of the least squares problem:

$$
\min _{X \in \mathbb{R}^{d \times d}}\left\{\frac{1}{n} \sum_{i=1}^{n}\left(y_{i}-f_{i}(X)\right)^{2}=\frac{1}{n} \sum_{i=1}^{n}\left(y_{i}-\operatorname{Tr}\left(A_{i} X\right)\right)^{2}\right\}
$$

However, we know more about state $X^{\star}$. By its physical composition, $X^{\star}$ has unit trace; i.e., $\operatorname{Tr}\left(X^{\star}\right)=1$. We could include this information in the optimization problem:

$$
\begin{array}{ll}
\min _{X \in \mathbb{R}^{d \times d}} & \frac{1}{n} \sum_{i=1}^{n}\left(y_{i}-\operatorname{Tr}\left(A_{i} X\right)\right)^{2} \\
\text { subject to } & \operatorname{Tr}(X)=1 .
\end{array}
$$

But, even then, solving such a problem requires a complete set of observations; i.e., we need the number of measurements $n$ to be of the order of $O\left(d^{2}\right)$ to solve such a problem. Obtaining such a set of measurements is often infeasible: $d$ is connected exponentially to the number of qubits of the system, $d=2^{q}$, where $q$ is the number of qubits. For a relatively small number $q=20$, the number of measurements becomes enormous to obtain, store, and process. Is there a different way to overcome such a difficulty? As we will see in later chapters, there is, through low-rank matrix recovery procedures.

Fleet allocation for EMS services; a more data science engineered objective. [10] Theoretical work on strategic vehicle allocation for fire and Emergency Medical Service departments enjoys a rich and diverse history. The idea is to perform optimal long-term vehicle allocation and location, and most models are formulated as constrained optimization problems. (You can skip the following paragraphs till the problem formulation if you are not interested in the reasoning behind building an optimization criterion).
These problems attempt to maximize one performance dimension of the vehicle response system while subjecting vehicle locations to constraints representative of real-life operating characteristics. Of these optimization models, here we will describe how to maximize the number of incidents covered by emergency vehicles.
Appropriately, these models are referred to as "covering models". Notably, these covering models primarily use integer constraints (i.e., the constraints can be either 0 or 1 in value) and linear or quadratic objective functions to increase the simplicity with which solutions to the problem formulations are obtained.
Briefly, all covering models describe the spatial location of incidents as well as the vehicles and their locations on a directed graph $\mathcal{G}=(\mathcal{V}, \mathcal{W}, \mathcal{E})$ where $\mathcal{V}$ (indexed by $i)$ consists of all the demand points (summarizing all the incidents in a dataset), $\mathcal{W}$ consists of the locations of vehicle stations (indexed by $j$ ), and $\mathcal{E}$ refers to the set of edges (representing routes) between every demand point and every vehicle station. Often, these problem formulations discretize the demand into distinct "demand" points, which are summaries of the overall demand to arrive at a solution tractably. Associated with each demand point in $\mathcal{V}$ is a quantity, $d_{i}$, which represents the magnitude of the demand associated with the demand point. $x_{j}$ is an integer scalar representing the number of vehicles at station $j$. At the same time, $y_{i}$ is a binary variable equal to 1 if and only if demand points $i$ are covered at least once.
These problems also require several other inputs in addition to the base variables. Each edge in the graph $e_{i, j}$ is associated with a weight, $t_{i, j}$, which denotes the time it would take to

[^0]travel from station $j$ to a demand point $i$. In these formulations, $r$ refers to the user-defined "response time threshold" used to determine whether a demand point is "covered" or not. Lastly, the input quantity $p$ is a number that refers to the total number of available vehicles. In contrast, $p_{j}$ refers to the maximum vehicle "capacity" of each station, and $\mathcal{W}_{i}$ describes a set that consists of the set of vehicles that cover a given demand point $i$.
The MEXCLP [10] problem formulation is one of the most versatile covering model problem formulations, combining a reasonable degree of simplicity and realistic constraint setting. It is an explicitly probabilistic model, incorporating a new parameter termed the "busy fraction," representing the probability that a given vehicle is not available to respond to a call despite the call being "covered" by the vehicle in question, denoting that parameter as $q$. Its formulation is as follows:
\[

$$
\begin{array}{ll}
\min _{x \in\{0,1\}^{m}, y \in\{0,1\}} & \left\{f(y)=\sum_{i \in \mathcal{V}} \sum_{k=1}^{p} d_{i}(1-q) q^{k-1} y_{i k}\right\} \\
\text { subject to } & \sum_{j \in \mathcal{W}_{i}} x_{j} \geq \sum_{k=1}^{p} y_{i k}, i \in \mathcal{V} \\
& \sum_{j \in \mathcal{W}} x_{j}=p \\
& x_{j} \leq p_{j}
\end{array}
$$
\]

The above problem formulation shows the versatility of optimization criteria: Given a problem description, we can have continuous variables but also discrete or integer variables; we can have equality and inequality constraints; we can have one or multiple constraints, etc. In this class, topics like integer programming/discrete programming are out of scope.

Training a neural network classifier. [11] Consider a problem where we are given a set of $n$ input data $\left\{x_{i}\right\}_{i=1}^{n}$, with corresponding labels $y_{i}$. To make our discussion concrete, consider that each input data point $x_{i}$ is a 20-dimensional flattened image of size $5 \times 4$, with a corresponding label $y_{i}$ belonging to one out of 10 classes. Thus, each $y_{i}$ can be represented as a one-hot vector such that $y_{i} \in\{0,1\}^{10}$, with only one entry of $y_{i}$ being one at the correct class.
Assume we are certain that the following neural network architecture is sufficient to train such a classifier.

- The input layer accepts vectors in $\mathbb{R}^{20}$.
- Each input data is transformed via a weight matrix $W_{1} \in$ $\mathbb{R}^{12 \times 20}$ such that $\bar{h}_{1}=W_{1} x_{i} \in \mathbb{R}^{12}$.
- $\bar{h}_{1}$ goes through a non-linear activation function, say $\sigma$ : $\mathbb{R}^{12} \rightarrow \mathbb{R}^{12}$, that operates in an entrywise fashion. This leads to $h_{1}=\sigma\left(\bar{h}_{1}\right) \in \mathbb{R}^{12}$.
- Going into the second hidden layer, $h_{1}$ is further transformed by another weight matrix $W_{2} \in \mathbb{R}^{10 \times 12}$ such that $\bar{h}_{2}=W_{2} h_{1} \in \mathbb{R}^{10}$.
- $\bar{h}_{2}$ goes through a non-linear activation function, usually the same as in the previous layer. Thus: $h_{2}=\sigma\left(\bar{h}_{2}\right) \in \mathbb{R}^{10}$.
- Going into the third hidden layer, $h_{2}$ is further transformed by another weight matrix $W_{3} \in \mathbb{R}^{10 \times 10}$ such that $\bar{h}_{3}=W_{3} h_{2} \in \mathbb{R}^{10}$.
- $\bar{h}_{3}$ goes through a non-linear activation function, usually the same as in the previous layer. Thus: $h_{3}=\sigma\left(\bar{h}_{3}\right) \in \mathbb{R}^{10}$.
- Finally, $h_{3}$ is normalized according to the softmax layer to represent a probability distribution. That is, the output $\widehat{y}_{i}$, corresponding to the input $x_{i}$, is a 10 -dimensional vector with entries: $\left(y_{i}\right)_{j}=\frac{e^{\left(h_{3}\right)_{j}}}{\sum_{\ell} e^{\left(h_{3}\right)_{\ell}}}$.

The above can be depicted in the following neural network illustration.
In math, the above can be described as:

$$
\widehat{y}_{i}=\operatorname{softmax}\left(\sigma\left(W_{3} \cdot \sigma\left(W_{2} \cdot \sigma\left(W_{1} \cdot x_{i}\right)\right)\right)\right),
$$

where $W_{i}$ are the trainable variables we want to optimize.
A (not-that-natural) way to measure the discrepancy between the trained output $\widehat{y}_{i}$ and the actual one-hot vector $y_{i}$ is via

$$
\mathcal{L}\left(\widehat{y}_{i}, y_{i}\right):=\left(\widehat{y}_{i}-y_{i}\right)^{2} .
$$

Using all the data we have, our goal is to learn $W_{i}$ 's via: ${ }^{2}$

$$
\min _{W_{i}} f\left(W_{1}, W_{2}, W_{3}\right):=\frac{1}{n} \sum_{i=1}^{n} \mathcal{L}\left(\widehat{y}_{i}, y_{i}\right) .
$$



Input Layer $\in \mathbb{R}^{20} \quad$ Hidden Layer $\in \mathbb{R}^{12} \quad$ Hidden Layer $\in \mathbb{R}^{10} \quad$ Output Layer $\in \mathbb{R}^{10}$
Fig. 1. An illustration of the artificial neural network.

[^1]A pessimistic view on optimization. Borrowing from Nesterov's book [2], one of the first bold statements made is the following:

> "In general, optimization problems should be UNSOLVABLE"

Nevertheless, we use optimization in almost all aspects of technology. What is the caveat here? We need to define at what level we are comfortable to accept an approximate solution as the "optimal" solution. When is a solution $\widehat{x}$ considered optimal for linear regression? E.g., would $\left\|\widehat{x}-x^{\star}\right\|_{2} \leq \varepsilon$ suffice? And, what is an acceptable $\varepsilon$ value? Should it be $\varepsilon=10^{-3} ? \varepsilon=10^{-16} ? \varepsilon=10^{-100}$ ? Is the $\ell_{2}$-norm the right metric to check? What about other norms such as $\ell_{1}$ - or $\ell_{\infty}$-norm? What if we move to the matrix variable scenarios? Would a Frobenius norm (Euclidean norm for matrices) be sufficient, as in $\left\|\widehat{X}-X^{\star}\right\|_{F} \leq \varepsilon$ ? What about induced norms or nuclear norms?
Even more importantly, recent applications of optimization in machine learning have shown that the classical way of thinking "solvability" (i.e., for example we ask for $\left\|\widehat{x}-x^{\star}\right\|_{2} \leq \varepsilon$, for very small $\varepsilon$ ) are suboptimal compared to less accurate but better generalizable solutions (i.e., solutions that are not perfect over the training set, but work amazingly well on unseen data, compared to a solution that overfits training data).
So, which problems do we know how to solve exactly? Are there any, or is optimization "doomed" to be compromised with an approximate solution? Consider the case of a quadratic equation in one dimension:

$$
f(x)=a x^{2}+b x+c=0 .
$$

One could use optimization to solve this problem, but fortunately, we know the solution to this problem, up to absolute accuracy:

$$
x=\frac{-b \pm \sqrt{b^{2}-4 a c}}{2 a}
$$

Another example is the inverse of a $2 \times 2$ matrix. E.g., under proper assumptions on the range of the entries of the matrix, a matrix

$$
A=\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]
$$

has inverse:

$$
A^{-1}=\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]^{-1}=\frac{1}{a d-b c} \cdot\left[\begin{array}{cc}
d & -b \\
-c & a
\end{array}\right]
$$

which is provided in closed form. Of course, someone could have used optimization methods (and there are such methods in practice; this is how we compute the inverse of a matrix with arbitrary sizes) to complete this task. But the above closed-form solution is unbeatable because we can get infinite accuracy, while numerical methods are restricted by the numbers they are limited to represent.
While these problems might seem too simple for some readers, the well-known result on solving least-squares problems $y=A x$ as $x^{\star}=A^{-1} y$ (under assumptions on $A, y-$ also this assumes we can compute $A^{-1}$ up to infinite accuracy) adds to the problems that are amenable to closed-form solutions.
Finally, some solutions seem unbeatable to a very narrow set of problems, but overall, they should be considered something other than sophisticated algorithms for generic problems. E.g., consider an algorithm that always returns $x^{\star}=0$; such an algorithm is the best we can hope for (both in terms of accuracy and computational efficiency) for problems with zero as their optimal solution. But we do not know that a priori and only a few problems have solutions such as a trivial answer.

The common alternative to closed-form solutions: Iterative numerical methods. What is the alternative then? The most natural way of solving optimization problems is iteratively. We start from an initial point, and we exploit the fact that we might know something about the objective at hand to make a more educated guess on where to move next.
Let us define the notion of an oracle: we assume that we learn more about our objective by asking questions to an oracle. Each query comes with a "price," translating into how much computational time the oracle needs to answer the question. What types of questions might we want to ask? Since we try to minimize an objective function $f(x)$, one possible question could be "What is the value of $f$ at a point $x$ ?". Other questions include gradient information or even secondorder Hessian information (both to be defined later in the text). Then, the above leads to the following general description of an iterative method:

1. Start from an initial point $x_{0}$.
2. Given an oracle $\mathcal{O}$, make queries to $\mathcal{O}$.
3. Obtain the oracle's answer and exploit such knowledge to reach a new point as a putative solution.
4. Repeat steps 2.-3. until we get to a point where we are satisfied, according to a stopping criterion.

There are several issues, or open questions, with the above description.

- Is there a particular way to select the initial point? How does such a selection affect the performance of the algorithm?
- What type of oracles would we wish to have? How reasonable (e.g., computationally) is to have such an oracle? E.g., an oracle that, given an input, tells you whether it is the optimal point is very valuable, but it rarely exists in practice.
- How can we exploit the answers from the oracle? In other words, what method exploits such information and translates it into a sequence of approximates towards a good solution?
- How do we stop the procedure? Is there an easy way to check whether we are close to an acceptable solution?
- What is the total complexity of the algorithm?

These are some of the questions we will briefly answer in this course. Starting with the last question, we identify two types of complexity:

- Analytical complexity: The number of accesses to the oracle to meet the stopping criterion.
- Arithmetic complexity: The total number of arithmetic computations to meet the stopping criterion.

To distinguish between the two, consider the following scenario: one algorithm requires a constant number of queries to an oracle, and another requires many more queries but uses a less computationally expensive oracle (that provides the same information). That being said, the first algorithm has a better analytical complexity (i.e., hiding the amount of effort an oracle makes, it requires less number of iterations). In contrast, the second algorithm could be more efficient and have better arithmetic complexity by introducing a tradeoff between the number of iterations and effort per iteration.

An easy way to compare the two complexities, assuming that the per iteration complexity is the same in Big-Oh notation, is that the arithmetic complexity is just the computational complexity per iteration multiplied by the analytical complexity. More in the chapters that follow.

The Black-Box model. Actually, we have been describing the Black-Box model, widely used in optimization. While the idea is simple, clear descriptions of what is allowed and what is not were missing in the optimization research's beginning. The Black-Box model assumes:

- The only information regarding the problem is through the oracle.
- The oracle is more often than not assumed local: in the sense that if we ask a question, it relates to the current putative solution and how the function behaves locally.

These simple assumptions are necessary to avoid (infeasible and impractical) oracles that answer questions like "Where is the optimum?". But, these assumptions also help us avoid oracles that provide information that looks "innocent": e.g., assume an oracle that provides as side information what is the distance to the optimum from the current point $x_{t}$, say $\left\|x_{t}-x^{\star}\right\|_{2}$. While it is not direct information about $x^{\star}$, it can help the optimization and lead to unfair comparisons to algorithms that do not have access to that information.

Common types of oracles. Some common types of oracles are:

- Zeroth-order oracle: Given a query point $x$, the oracle only returns $f(x)$.
- First-order oracle: Given a query point $x$, the oracle returns $f(x)$, and its gradient at $x, \nabla f(x)$ (assuming differentiability).
- Second-order oracle: Given a query point $x$, the oracle returns $f(x)$, its gradient $\nabla f(x)$, and the Hessian at $x$, $\nabla^{2} f(x)$ (assuming twice-differentiability).

The Black-Box model and the various types of oracles will be more apparent in the following lectures. We need to remember that this (very abstract) computational model is the prevailing model for continuous optimization. While this does not necessarily exclude alternatives, to the best of the author's knowledge, it is the most obvious and hard to beat.

What is this class about. Given the above introduction, this class evolves around the following optimization criterion:

$$
\begin{array}{ll}
\min _{x \in \mathbb{R}^{p}} & f(x) \\
\text { subject to } & x \in \mathcal{C} .
\end{array}
$$

In other words, we will only consider minimization problems of continuous functions with specific constraints on the variable $x$. During the class, we will consider:

- Diverse objectives that belong to general classes of functions with characteristic properties.
- Different strategies to optimize problems within such classes of functions.
- Approaches that handle the same problems more carefully, assuming pragmatic restrictions, such as limited computational resources.
- How constraints can change the above strategies.

Our goal here is to provide a course combining theory and practice without heavily relying on one of the two perspectives but following a balanced approach: we will consider applications in AI/Machine Learning/Signal Processing, but we will also study how theory helps set up the algorithms.

What is this class NOT about. While optimization as a research field has many different "branches" that deserve our attention, our limited time within a semester forces us to restrict our scope heavily. This means some of the subjects we will not cover are: i) parts of convex optimization and analysis (e.g., we do not cover duality in this course); ii) (mixed) integer programming; iii) combinatorial optimization algorithms (e.g., graph algorithms); $i v$ ) randomized algorithms; $v$ ) online algorithms (e.g., bandits); vi) Bayesian optimization; and $v$ ) in-depth discussion of deep learning architectures.
Finally, any of the excluded optimization topics, depending on the audience's preferences, could be included as "guest lectures" in future versions of the course.
(Some good sources for linear algebra are [12-14])
Vectors. A $p$-dimensional vector $x$ is denoted by

$$
x=\left(x_{1}, x_{2}, \ldots, x_{p}\right)^{\top} \in \mathbb{R}^{p} .
$$

Here, we abuse the notation and use plain lowercase letters for both scalars and vectors, but the distinction should be apparent from the context or stated explicitly. The notation
denotes the transpose operation that translates a column vector into a row vector, and vice versa. Some properties of vectors include:

- Commutative: $x+y=y+x, \quad x, y \in \mathbb{R}^{p}$.
- Associative: $(x+y)+z=x+(y+z), \quad x, y, z \in \mathbb{R}^{p}$.
- Distributive: $x^{\top}(y+z)=x^{\top} y+x^{\top} z, \quad x, y, z \in \mathbb{R}^{p}$.
- $0+x=x$.

The space that span a set of vectors $x_{1}, x_{2}, \ldots, x_{k}$ is denoted as:
$\operatorname{span}\left(x_{1}, x_{2}, \ldots, x_{k}\right)=\left\{\alpha_{1} x_{1}+\alpha_{2} x_{2}+\cdots+\alpha_{k} x_{k} \mid \alpha_{i} \in \mathbb{R}\right\}$.
A set of vectors $x_{1}, x_{2}, \ldots, x_{k}$ are said to be linearly independent if:

$$
\alpha_{1} x_{1}+\alpha_{2} x_{2}+\cdots+\alpha_{k} x_{k}=0 \quad \Rightarrow \quad \alpha_{i}=0, \forall i .
$$

Question: How does $k$ compare to $p$, the vector dimension?
The inner product of two vectors in $p$-dimensions is mathematically defined as:

$$
x^{\top} y \equiv\langle x, y\rangle=\sum_{i=1}^{p}\left(x_{i} \cdot y_{i}\right) .
$$

Here, $\langle\cdot, \cdot\rangle$ is a different notation for the inner product; the subscripts $x_{i}, y_{i}$ denote the $i$-th elements of the corresponding vectors. The inner product can also be interpreted visually as follows:


Fig. 2. Illustration of inner product.

This is based on the exact characterization of the inner product as:

$$
\langle x, y\rangle=\|x\|_{2} \cdot\|y\|_{2} \cdot \cos \theta
$$

We say that two non-zero vectors are orthogonal if $x^{\top} y=0$; in other words, when $\theta=90^{\circ}$.
Some norms associated with vectors are the following:

- Euclidean or $\ell_{2}$-norm: $\|x\|_{2}=\sqrt{\sum_{i} x_{i}^{2}}$.
- $\ell_{1}$-norm: $\|x\|_{1}=\sum_{i}\left|x_{i}\right|$.
- $\ell_{\infty}$-norm: $\|x\|_{\infty}=\max _{i}\left|x_{i}\right|$.

Key properties of norms include:

- $\|x\| \geq 0$.
- $\|x\|=0 \Leftrightarrow x=0$.
- $\|\alpha x\|=|\alpha| \cdot\|x\|, \forall \alpha \in \mathbb{R}$.
- Triangle inequality: $\|x+y\| \leq\|x\|+\|y\|$.
- Cauchy-Schwarz inequality: $\left|x^{\top} y\right| \leq\|x\| \cdot\|y\|$.

We will also consider functions over vectors that could be regarded as norms, but they do not satisfy some of the properties above (thus, often called pseudo-norms). One such key function is the $\ell_{0}$-"pseudo" norm:

$$
\|x\|_{0} \equiv \operatorname{card}(x)=\{\# \text { of non-zeros in } x\} .
$$

Question: Why is $\ell_{0}$-pseudo norm not a regular norm?
Matrices. A $p \times d$ matrix $X$ is denoted as:

$$
X=\left[\begin{array}{cccc}
X_{11} & X_{12} & \ldots & X_{1 d} \\
X_{21} & X_{22} & \ldots & X_{2 d} \\
\vdots & & \ddots & \vdots \\
X_{p 1} & X_{p 2} & \ldots & X_{p d}
\end{array}\right] \in \mathbb{R}^{p \times d} .
$$

We will generally use uppercase plain letters for matrices unless otherwise stated.
Some key types of matrices include: $i$ ) square matrix where $p=d$; ii) tall matrix, when $p \gg d$; iii) fat matrix, when $p \ll d$; $i v$ ) zero matrix, when all the entries are zero; $v$ ) diagonal matrix, when all entries are zero outside the diagonal (usually used for square matrices); vi) identity matrix, a diagonal matrix with ones on the diagonal.
The notation.$^{\top}$ denotes the transpose operation that exchanges the dimensions of the matrix. In particular, $X^{\top} \in$ $\mathbb{R}^{d \times p}$ where:

$$
X^{\top}=\left[\begin{array}{cccc}
X_{11} & X_{21} & \ldots & X_{p 1} \\
X_{12} & X_{22} & \ldots & X_{p 2} \\
\vdots & & \ddots & \vdots \\
X_{1 d} & X_{2 d} & \ldots & X_{p d}
\end{array}\right] .
$$

Similarly to the vector case, some properties of matrices include:

- Commutative: $A+B=B+A, \quad A, B \in \mathbb{R}^{p \times d}$.
- Associative: $(A+B)+C=A+(B+C), \quad A, B, C \in \mathbb{R}^{p \times d}$.
- Distributive: $A \cdot(B+C)=A \cdot B+A \cdot C, A \in$ $\mathbb{R}^{p \times d}, B, C \in \mathbb{R}^{d \times m}$.
- $0+A=A$.
- $(A+B)^{\top}=A^{\top}+B^{\top}$.

Above, we used matrix multiplication between matrices. For matrices $C \in \mathbb{R}^{p \times m}, A \in \mathbb{R}^{p \times d}$, and $B \in \mathbb{R}^{d \times m}$, this is defined as:

$$
C=\left[\begin{array}{cccc}
C_{11} & C_{12} & \ldots & C_{1 m} \\
C_{21} & C_{22} & \ldots & C_{2 m} \\
\vdots & & \ddots & \vdots \\
C_{p 1} & C_{p 2} & \ldots & C_{p m}
\end{array}\right]=A \cdot B
$$

where

$$
C_{i j}=\sum_{\ell=1}^{d} A_{i, \ell} \cdot B_{\ell, j} .
$$

Special cases of matrix multiplication are vector inner product (where a vector is seen as a single-column matrix), matrixvector multiplication, and vector outer product.
More properties of matrix multiplication include (the corresponding dimensions are clear from the context - we also drop (.) for clarity):

- $A(B C)=(A B) C$.
- $\alpha(A B)=(\alpha A) B, \quad \alpha \in \mathbb{R}$.
- $(A B)^{\top}=B^{\top} A^{\top}$.
- $A B \neq B A$ in general.

The inner product between two matrices with matching dimensions is defined as:

$$
\langle A, B\rangle \equiv \operatorname{Tr}\left(A^{\top} B\right) \equiv \operatorname{Tr}\left(B^{\top} A\right), \quad \forall A, B \in \mathbb{R}^{p \times d}
$$

Here, $\operatorname{Tr}(\cdot)$ denotes the linear operator that sums the elements on the diagonal of its matrix input argument.

Question: how does $\operatorname{Tr}\left(B^{\top} A\right)$ compare to $\operatorname{vec}(B)^{\top} \operatorname{vec}(A)$ ?
The rank of a matrix $A$ is defined as the maximum number of independent columns or rows. The rank of a matrix is also directly connected with the singular value decomposition (SVD) of a matrix. In particular, every matrix $A$ has a singular value decomposition of the form:

$$
A=U \Sigma V^{\top}, \quad U \in \mathbb{R}^{p \times r}, \Sigma \in \mathbb{R}^{r \times r}, V \in \mathbb{R}^{d \times r} .
$$

Here, $r$ denotes the rank of the matrix, which has the following meanings within the SVD:

- A rank- $r$ matrix $A$ has only $r$ non-zero singular values, which are the diagonal elements of $\Sigma$. By definition, $\Sigma$ is a diagonal matrix in SVD.
- A rank- $r$ matrix $A$ has $r$ orthonormal (i.e., orthogonal and of unit norm) left singular vectors, that span a rank- $r$ subspace of the $p$-dimensional row space of $A$.
- A rank- $r$ matrix $A$ has $r$ orthonormal (i.e., orthogonal and of unit norm) right singular vectors, that span a rank-r subspace of the $d$-dimensional column space of $A$.

Finally, an essential class of matrices is that of positive (semi)definite matrices; we often use the abbreviation PD or PSD. A PSD (resp. PD) matrix $A \in \mathbb{R}^{p \times p}$ has the following properties:

- $A$ is a square matrix.
- $A$ is symmetric, i.e., $A=A^{\top}$.
- For every non-zero vector $x \in \mathbb{R}^{p}$, it holds $x^{\top} A x \geq 0$ (resp. $\left.x^{\top} A x>0\right)$.

While the definition of PSD/PD matrices has a clear algebraic interpretation, we will also provide a geometrical interpretation. Decomposing the third property of PSD/PD matrices, define $y:=A x \in \mathbb{R}^{p}$. One can see $y$ as the translation of the original vector $x$ through $A$ : i.e., $x \mapsto A x$. Then, $A$, being $\mathrm{PSD} / \mathrm{PD}$ matrix, has the property that the translated vector, $y$, has a positive inner product with the original $x$ : i.e., $x$ and $y$ point towards non-antithetical directions.
Some norms associated with matrices are the following:

- Frobenius or $\ell_{2}$-norm: $\|X\|_{F}=\sqrt{\sum_{i j} X_{i j}^{2}}$.
- Nuclear norm: $\|X\|_{*}=\sum_{i} \sigma_{i}(X)$, where $\sigma_{i}(X)$ is the $i$-th singular value.
- Spectral or $\ell_{2}$-norm: $\|X\|_{2}=\max _{i} \sigma_{i}(X)$.

Properties of norms convey from the vector case to the matrix case, so we defer to the corresponding part of the vector case.

Finally, we define the notion of an inverse of a matrix. Inverses are squared matrices, denoted with the superscript.$^{-1}$, such that:

$$
A A^{-1}=A^{-1} A=I,
$$

where $I$ is the identity matrix with matching dimensions.
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[^0]:    ${ }^{1}$ A small comment on notation compromises: Different research areas follow a different notation convention. E.g., in optimization, the optimization variable is denoted as $x$; in statistics, it is often denoted as $\beta$; in machine learning, we use $w$ to denote the set of variables $=$ weights of a neural network In signal processing for the set of features in the least squares objective, researchers often use $A$ or $\Phi$. In contrast, we commonly use $X$ in statistics and optimization to represent the set of features or the design matrix, Like additive noise in observations, error terms can be represented as $w, n$ or $\varepsilon$. In all cases, though, as long as the notation is consistent the work should not be judged by the section of letters used this is a matter of personal taste in the end Thus, it is judged by the selection of letters used-this is a matter of penal taste in the end. Thus, it recommended that readers re-wire their knowledge around concepts (e.g., this is the set of features, irrespective of which letter is used).

[^1]:    ${ }^{2}$ The interesting part of modern machine learning, in terms of optimization, is that we no longer care about finding the minimum of the objective criterion at hand, but rather find a solution that will behave nicely in a different objective function, which we do not have access to. While this seems an "unfair" requirement, at the same time, it opens new research directions, e.g., how to do indirect optimization.

