## Chapter 3

We have introduced gradient descent and studied its performance under Lipschitz gradient continuity. This lecture introduces the basic notions of convexity in optimization. We will discuss convex functions, convex constraints, and whether gradient descent is benefited by convexity. Apart from standard convexity, we will also introduce the notion of strong convexity and discuss its effect in practice and theory.
This chapter continues to evolve around convergence rates and contains some discussion about lower bounds on such rates.

Convexity $\mid$ Gradient Descent $\mid$ Strong convexity $\mid$ Other global assumptions Projection onto convex sets
(The discussion in this chapter will primarily focus on the unconstrained case: $\min _{x} f(x)$ unless otherwise stated. Also, the constants found through proofs might not be the tightest possible, but the related analysis conveys the same message as the tightest ones.)

Optimization via only linear algebra concepts. Before we delve into the main topic of this chapter, which is convexity, let us first focus on a simple -but significant- problem instance: that of unconstrained quadratic form minimization. Quadratic forms appear in the literature $i$ ) either because the problem is described as such: e.g., the principal component analysis problem involves the minimization/maximization of a quadratic form; $i i$ ) or because one utilizes local quadratic form approximations of a (potentially) complicated function, through Taylor expansions. In any case, quadratic forms are simple and complicated enough to provide insights for many of our decisions in general optimization theory

In math terms, let us define the following function:

$$
f(x)=\frac{1}{2} x^{\top} Q x-b^{\top} x+r
$$

where $x \in \mathbb{R}^{p}, Q \in \mathbb{R}^{p \times p}$ is a symmetric matrix, $b \in \mathbb{R}^{p}$ is a vector and $r$ is a scalar. We are interested in the following problem:

$$
\min _{x \in \mathbb{R}^{p}} f(x) .
$$

Following the discussion in the previous chapters, we will use gradients as a tool for our solution. Let us first compute the gradient of $f(\cdot)$ at a point $x$ :

$$
\nabla f(x)=Q x-b \in \mathbb{R}^{p}
$$

One could argue that, based on gradient descent theory, we are looking for points where $\nabla f(x)=0$. I.e., we are looking for points where:

$$
Q x=b
$$

Thus far, we have not made any assumptions about the matrix $Q$ other than symmetry. Let us first assume that $Q$ is full-rank; in that case, the system of linear equations $Q x=b$ has a unique solution that satisfies this expression. This further implies a unique point in $f(x)$ such that the gradient of $f(x)$ is zero.

This is great thus far! We have found that, given full-rank $Q$, we can find a point of interest if we solve the linear system of equations $Q x=b$. Yet, what is this point? Is it a minimum? Is it a maximum? Is it a saddle point? To continue our discussion (and to connect with convexity), we will further assume that $Q$ is a symmetric matrix with real eigenvalues $L:=\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{p}:=\mu>0$ (without loss of generality, in descending order). In other words, we say that the eigenvalues of $Q$ "live" in the interval $[\mu, L]$, for some constants
$\mu<L \in \mathbb{R}$. The fact that the eigenvalues are all non-zero originates from the fact that $Q$ is full-rank; the additional assumption is that all eigenvalues are positive.

One way to find a solution for $Q x=b$ or $\nabla f(x)=0$ (other than computing and applying the inverse $Q^{-1}$ ) is gradient descent. In particular, gradient descent iteratively points in directions that potentially lead to regions with small gradients. Based on the previous chapter, we have:

$$
x_{t+1}=x_{t}-\eta \nabla f\left(x_{t}\right)=x_{t}-\eta\left(Q x_{t}-b\right)
$$

Let $x^{\star}$ be the stationary point such that $Q x^{\star}=b$. Then, the above recursion becomes:

$$
x_{t+1}=x_{t}-\eta\left(Q x_{t}-b\right)=x_{t}-\eta\left(Q x_{t}-Q x^{\star}\right)
$$

By adding $x^{\star}$ on both sides of this expression, we get the following recursion:

$$
x_{t+1}-x^{\star}=(I-\eta Q) \cdot\left(x_{t}-x^{\star}\right) .
$$

Here, it is important to remember the dimensions of the quantities involved: $I-\eta Q \in \mathbb{R}^{p \times p}, x_{t}-x^{\star} \in \mathbb{R}^{p}$ and $x_{t+1}-x^{\star} \in \mathbb{R}^{p} .{ }^{5}$ Taking norms on both sides and applying the Cauchy-Schwarz inequality, we obtain:

$$
\begin{aligned}
\left\|x_{t+1}-x^{\star}\right\|_{2} & =\left\|(I-\eta Q) \cdot\left(x_{t}-x^{\star}\right)\right\|_{2} \\
& \leq\|I-\eta Q\|_{2} \cdot\left\|x_{t}-x^{\star}\right\|_{2}
\end{aligned}
$$

i.e., the distance of the estimate $x_{t+1}$ from $x^{\star}$ is bounded by the previous distance $\left\|x_{t}-x^{\star}\right\|_{2}$, multiplied by the quantity in colored text: $\|I-\eta Q\|_{2}$. In words, if $\|I-\eta Q\|_{2}>1$, then the above recursion is not very useful!: it just guarantees that the next iteration's distance is bounded above by a larger distance than the previous iteration; in that scenario, the algorithm could diverge and still satisfy this recursion!

Thus, it is reasonable to demand that $\|I-\eta Q\|_{2}<1$, which further translates into bounding the eigenvalues of the matrix $I-\eta Q$ to be less than 1 . However, we know that the eigenvalues satisfy $\lambda_{i} \in[\mu, L]$ per our assumption. The only way we can control the spectrum of the matrix $I-\eta Q$ is by carefully selecting the step size $\eta$ :

- Due to the facts that $Q$ is symmetric, and thus diagonalizable in an orthonormal basis, the worst case analysis dictates that the largest value of the quantity $\|I-\eta Q\|_{2}$, for a fixed $\eta$, is that of:

$$
\max _{\lambda \in[\mu, L]}|1-\eta \lambda| .
$$

- The control we can impose is by minimizing that quantity by carefully selecting $\eta$ :

$$
\min _{\eta}\left(\max _{\lambda \in[\mu, L]}|1-\eta \lambda|\right)
$$

- Simple geometric arguments on intersecting lines suggests that the "optimal" step size is that of $\eta=\frac{2}{L+\mu}=\frac{2}{\lambda_{1}+\lambda_{p}}$. In that case, we have:

$$
\begin{aligned}
\max _{\lambda \in[\mu, L]}|1-\eta \lambda| & =\max _{\lambda \in[\mu, L]}\left|1-\frac{2 \lambda}{L+\mu}\right| \\
& =\left|1-\frac{2 \mu}{L+\mu}\right| \\
& =1-\frac{2}{\kappa+1} \in(0,1)
\end{aligned}
$$

[^0]here, $\kappa=\frac{\lambda_{1}}{\lambda_{p}}>1$ is a special quantity that will play a significant role in the discussions below. We will get back to this quantity soon. The above recursion becomes:
\[

$$
\begin{aligned}
\left\|x_{t+1}-x^{\star}\right\|_{2} & \leq\|I-\eta Q\|_{2} \cdot\left\|x_{t}-x^{\star}\right\|_{2} \\
& \leq\left(1-\frac{2}{\kappa+1}\right) \cdot\left\|x_{t}-x^{\star}\right\|_{2} \\
& \leq \cdots \leq\left(1-\frac{2}{\kappa+1}\right)^{t+1} \cdot\left\|x_{0}-x^{\star}\right\|_{2} ;
\end{aligned}
$$
\]

i.e., as long as the quantity $\left(1-\frac{2}{\kappa+1}\right)<1$, the exponentiated term $\left(1-\frac{2}{\kappa+1}\right)^{t+1}$ converges exponentially fast to zero, leading to convergence of the quantity $\| x_{t+1}-$ $x^{\star} \|_{2} \xrightarrow{\text { goes fast to }} 0$.

- The above analysis is "optimal" but requires the knowledge of both $\lambda_{1}$ and $\lambda_{p}$ of $Q$; we will later see that this is a stronger requirement in practice for more complicated functions. Here, a classical choice for step size is that of $\eta=\frac{1}{L}=\frac{1}{\lambda_{1}}$, which leads to (with a similar analysis to the above):

$$
\max _{\lambda \in[\mu, L]}|1-\eta \lambda|=\max _{\lambda \in[\mu, L]}\left|1-\frac{\lambda}{L}\right|=1-\frac{1}{\kappa} \in(0,1) .
$$

Then, a similar analysis to the above leads to the following:

$$
\begin{aligned}
\left\|x_{t+1}-x^{\star}\right\|_{2} & \leq\|I-\eta Q\|_{2} \cdot\left\|x_{t}-x^{\star}\right\|_{2} \\
& \leq\left(1-\frac{1}{\kappa}\right) \cdot\left\|x_{t}-x^{\star}\right\|_{2} \\
& \leq \cdots \leq\left(1-\frac{1}{\kappa}\right)^{t+1} \cdot\left\|x_{0}-x^{\star}\right\|_{2} .
\end{aligned}
$$

What have we proved thus far? First, we saw that, for some simple objectives, simple arguments originating from linear algebra lead to exciting connections with optimization theory: ${ }_{i}$ ) solutions to systems of linear equations are equivalent to finding stationary points of functions; $i i$ ) the spectrum of matrices related to the function at hand -like $Q$ - characterize the type of the stationary point we look/aim for; $i i i$ ) ratios of eigenvalues from such matrices define the convergence rate of an algorithm; $i v$ ) finally, simple rules can be extracted from the above on how one selects the step size.
So, overall, quadratic form minimization (under the assumption of symmetric $Q$ with positive eigenvalues) can be efficiently solved to global optimality $x^{\star}$ using gradient descent. I.e., gradient descent can estimate a point close to $x^{\star}$ in a small number of iterations. But this is just a particular instance; can we infer some properties that could lead to more general analysis and include more complicated functions $f$ ?.
What stands out from the assumptions above is that $Q$ has positive eigenvalues, but what is $Q$ for this $f(\cdot)$ ? Given that $f(x)=\frac{1}{2} x^{\top} Q x-b^{\top} x+r$, simple calculus for Hessian calculation leads to:

$$
\nabla^{2} f(x)=Q
$$



Fig. 19. $f(x)=x^{2}+\beta$, for $\beta>0$.
I.e., the Hessian of quadratic forms are the matrices $Q$ themselves! Thus, assuming properties on $Q$ is equivalent to making assumptions on the Hessian of the function $f$. Specifically, positive eigenvalues for $Q$ mean that the Hessian of $f$ is positive definite, which further implies that the landscape of the function looks like .... a bowl! (refer to plots of toy functions and Hessians in the previous chapter). Or, in math terms, the landscape of the function is convex.

Convexity. A key consequence of convexity is that any local solution is global in convex optimization. To understand convexity in functions, we will cover some definitions first.
Definition 17. (Convex Function) $f: \mathbb{R} \rightarrow \mathbb{R}$ is a univariate convex function if, for $\forall \alpha \in[0,1]$, the following holds:

$$
f(\alpha x+(1-\alpha) y) \leq \alpha f(x)+(1-\alpha) f(y), \quad \forall x, y .
$$

This dictates that the function value of $f$ at any point in a given interval $[x, y]$ is lower than any secant connecting two points within that interval; see Figure 19.
Alternatively, a convex function can be defined as one that lies above any (hyper)plane tangential to $f$ at any point. Using the gradient $\nabla f(x)$, this is interpreted as:

$$
f(x) \geq f(y)+\langle\nabla f(y), x-y\rangle .
$$

and depicted in low dimensions, as in Figure 20.
But what if $f$ is not uniquely differentiable? I.e., what if $f$ does not have a unique gradient at all points, but there are points where we can compute a set of gradients, the subgradients $\partial f(x)$ ? The same ideas apply in that case; see Figure 21 for the case of $f(x)=|x|$. In this example, $f$ has a set of subgradients $\partial f(x)$ at point $x=0$. These subgradients could take any value in the interval $[-1,1]$; i.e., the set of all lines that touch $(0, f(0))$ with slope between -1 and 1 . In general, for convex $f$ and any subgradient $g \in \partial f(y)$ we have:

$$
f(x) \geq f(y)+\langle g, x-y\rangle .
$$



Fig. 20. Convex interpretation via gradients.


Fig. 21. $f(x)=|x|$.

The opposite (substitute $\leq$ with $\geq$ ) is a concave function.
An advantageous inequality for convex functions is Jensen's inequality:
Lemma 2. For a convex function $f$, Jensen's inequality states:

$$
f(\mathbb{E}[x]) \leq \mathbb{E}[f(x)] .
$$

The geometric interpretation of Jensen's inequality that relates to convex functions is that the function value of the average of two points is less than the average of the function values of the two points, i.e.,

$$
f\left(\frac{x_{1}+x_{2}}{2}\right) \leq \frac{1}{2} f\left(x_{1}\right)+\frac{1}{2} f\left(x_{2}\right) .
$$

What are some good examples of convex functions that we observe in practice? Examples are shown in Table 1

Table 1. Convexity of common functions

| Function | Example | Attributes |
| :--- | :--- | :--- |
| $\ell_{p}$ norms $p \geq 1$ | $\\|x\\|_{2},\\|x\\|_{1},\\|x\\|_{\infty}$ | convex |
| $\ell_{p}$ matrix norms $p \geq 1$ | $\left\\|\left\\|\\|_{2}\right.\right.$ | convex |
| Square root function | $\sqrt{x}$ | concave |
| Maximum | $\max x_{1}, \cdots, x_{n}$ | convex |
| Minimum | $\min x_{1}, \cdots, x_{n}$ | concave |
| Sum of convex functions | convex |  |
| Logarithmic functions | $\log (\operatorname{det}(X))$ | convex if $X \succeq 0$ |
| Affine/linear functions | $\sum_{i=1}^{N} X_{i} i$ | convex and concave |
| Eigenvalue functions | $\lambda_{\max }(X)$ | convex if $X=X^{\top}$ |

Properties of convex functions. There are several alternative and potentially more practical definitions of a convex function:

$$
\begin{aligned}
f(x) & \geq f(y)+\langle\nabla f(y), x-y\rangle, \quad \forall x, y \\
\langle\nabla f(y)-\nabla f(x), y-x\rangle & \geq 0, \quad \forall x, y \\
\nabla^{2} f(x) & \succeq 0, \quad \forall x .
\end{aligned}
$$

A key property of convex functions is the following lemma. Lemma 3. Any stationary point of a convex function $f$ is a global minimum.
Proof: Assume that $f: \mathbb{R}^{p} \rightarrow \mathbb{R}$. Let $\widehat{x}$ denote a stationary point of $f$, where $\nabla f(\widehat{x})=0$. Since $f$ is a convex function, we know that:

$$
f(x) \geq f(\widehat{x})+\langle\nabla f(\widehat{x}), x-\widehat{x}\rangle=f(\widehat{x}), \quad \forall x
$$

where the last equality is due to $\nabla f(\widehat{x})=0$. However, the above holds for all $x$, and thus for $x^{\star}$, which is/are the global minimum/minima. Thus, we have:

$$
f\left(x^{\star}\right) \geq f(\widehat{x}), \quad \forall x^{\star},
$$

which is a contradiction. This implies that all stationary points $\widehat{x}$ are equivalent to the global minimum.
While this fact provides hope for finding the global minimum, more is needed to guarantee the tractability and practicality of the proposed algorithms.

Does convexity help convergence rate?.We will study whether convexity improves the convergence rate of gradient descent. We remind the reader that, for a differentiable function $f$ with gradient $\nabla f(\cdot)$, gradient descent satisfies:

$$
x_{t+1}=x_{t}-\eta_{t} \nabla f\left(x_{t}\right), \quad t=0,1, \ldots
$$

We will make the same baseline assumptions as before: we will assume that $f$ has Lipschitz continuous gradients:

$$
\left\|\nabla f\left(x_{1}\right)-\nabla f\left(x_{2}\right)\right\|_{2} \leq L \cdot\left\|x_{1}-x_{2}\right\|_{2}, \quad \forall x_{1}, x_{2} .
$$

The only additional assumption we make is that $f$ is also convex.
We will follow a different perspective-let $x^{\star}$ denote a global minimum. ${ }^{6}$ Further, assume we use a constant step size $\eta_{t}=\eta$. Then, the following equality holds:

$$
\begin{aligned}
\left\|x_{t+1}-x^{\star}\right\|_{2}^{2}= & \left\|x_{t}-\eta \nabla f\left(x_{t}\right)-x^{\star}\right\|_{2}^{2} \\
= & \left\|x_{t}-x^{\star}\right\|_{2}^{2}+\eta^{2}\left\|\nabla f\left(x_{t}\right)\right\|_{2}^{2} \\
& -2 \eta\left\langle\nabla f\left(x_{t}\right), x_{t}-x^{\star}\right\rangle
\end{aligned}
$$

We can show that Lipschitz gradient continuity, along with convexity, leads to the following inequality:

$$
\frac{1}{L} \cdot\left\|\nabla f\left(x_{1}\right)-\nabla f\left(x_{2}\right)\right\|_{2}^{2} \leq\left\langle\nabla f\left(x_{1}\right)-\nabla f\left(x_{2}\right), x_{1}-x_{2}\right\rangle .
$$

Substituting $x_{1} \equiv x^{\star}, x_{2} \equiv x_{t}$, and assuming $\nabla f\left(x^{\star}\right)=0$ in the above inequality, we get:

$$
\begin{aligned}
\frac{1}{L} \cdot\left\|\nabla f\left(x_{t}\right)\right\|_{2}^{2} & \leq\left\langle-\nabla f\left(x_{t}\right), x^{\star}-x_{t}\right\rangle \quad \Rightarrow \\
\left\langle\nabla f\left(x_{t}\right), x_{t}-x^{\star}\right\rangle & \geq \frac{1}{L} \cdot\left\|\nabla f\left(x_{t}\right)\right\|_{2}^{2} \quad \Rightarrow \\
-2 \eta\left\langle\nabla f\left(x_{t}\right), x_{t}-x^{\star}\right\rangle & \leq-\frac{2 \eta}{L} \cdot\left\|\nabla f\left(x_{t}\right)\right\|_{2}^{2}
\end{aligned}
$$

Combining with the above, we obtain:

$$
\left\|x_{t+1}-x^{\star}\right\|_{2}^{2} \leq\left\|x_{t}-x^{\star}\right\|_{2}^{2}-\eta\left(\frac{2}{L}-\eta\right) \cdot\left\|\nabla f\left(x_{t}\right)\right\|_{2}^{2} .
$$

Assuming $0<\eta<\frac{2}{L}$, the second term on the right-hand side is negative. This implies that per iteration, we decrease the distance to optimum as in:

$$
\left\|x_{t+1}-x^{\star}\right\|_{2}^{2} \leq\left\|x_{t}-x^{\star}\right\|_{2}^{2} \leq \cdots \leq\left\|x_{0}-x^{\star}\right\|_{2}^{2} .
$$

(Question: Would such a statement hold for non-convex scenarios? Under which conditions?)
By the analysis of the previous-not necessarily convexcase in the previous chapter, we also know that:

$$
f\left(x_{t+1}\right) \leq f\left(x_{t}\right)-\eta\left(1-\frac{L}{2} \eta\right) \cdot\left\|\nabla f\left(x_{t}\right)\right\|_{2}^{2}
$$

By convexity, we also have:

$$
\begin{aligned}
f\left(x^{\star}\right) & \geq f\left(x_{t}\right)+\left\langle\nabla f\left(x_{t}\right), x^{\star}-x_{t}\right\rangle \quad \Rightarrow \\
f\left(x_{t}\right)-f\left(x^{\star}\right) & \leq\left\langle\nabla f\left(x_{t}\right), x_{t}-x^{\star}\right\rangle \\
& \leq\left\|x_{t}-x^{\star}\right\|_{2} \cdot\left\|\nabla f\left(x_{t}\right)\right\|_{2} \\
& \leq\left\|x_{0}-x^{\star}\right\|_{2} \cdot\left\|\nabla f\left(x_{t}\right)\right\|_{2} .
\end{aligned}
$$

The last inequality is based on the previous observation that $\left\|x_{t+1}-x^{\star}\right\|_{2} \leq\left\|x_{0}-x^{\star}\right\|_{2}$.
Then, we can combine the above into:

$$
\begin{aligned}
{\left[f\left(x_{t+1}\right)-f\left(x^{\star}\right)\right] } & \leq\left[f\left(x_{t}\right)-f\left(x^{\star}\right)\right]-\eta\left(1-\frac{L}{2} \eta\right) \cdot\left\|\nabla f\left(x_{t}\right)\right\|_{2}^{2} \\
& \leq\left[f\left(x_{t}\right)-f\left(x^{\star}\right)\right]-\eta\left(1-\frac{L}{2} \eta\right) \cdot \frac{\left[f\left(x_{t}\right)-f\left(x^{\star}\right)\right]^{2}}{\left\|x_{0}-x^{\star}\right\|_{2}^{2}}
\end{aligned}
$$

Define $\Delta_{t}:=f\left(x_{t}\right)-f\left(x^{\star}\right)$. Then:
$\Delta_{t+1} \leq \Delta_{t}-\frac{\eta\left(1-\frac{L}{2} \eta\right)}{\left\|x_{0}-x^{\star}\right\|_{2}^{2}} \cdot \Delta_{t}^{2}=\Delta_{t} \cdot\left(1-\frac{\eta\left(1-\frac{L}{2} \eta\right)}{\left\|x_{0}-x^{\star}\right\|_{2}^{2}} \cdot \Delta_{t}\right) \Rightarrow$
$\frac{\Delta_{t+1}}{\Delta_{t}} \leq 1-\frac{\eta\left(1-\frac{L}{2} \eta\right)}{\left\|x_{0}-x^{\star}\right\|_{2}^{2}} \cdot \Delta_{t} \Rightarrow$
$\frac{1}{\Delta_{t+1}} \geq \frac{1}{\Delta_{t}}+\frac{\eta\left(1-\frac{L}{2} \eta\right)}{\left\|x_{0}-x^{\star}\right\|_{2}^{2}} \cdot \frac{\Delta_{t}}{\Delta_{t+1}} \geq \frac{1}{\Delta_{t}}+\frac{\eta\left(1-\frac{L}{2} \eta\right)}{\left\|x_{0}-x^{\star}\right\|_{2}^{2}}$,

[^1]for a step size $\eta=\frac{1}{L}$.
Unfolding the recursion for $T$ iterations:
$$
\frac{1}{\Delta_{T}} \geq \frac{1}{\Delta_{0}}+\frac{\eta\left(1-\frac{L}{2} \eta\right)}{\left\|x_{0}-x^{*}\right\|_{2}^{2}} \cdot T
$$
which leads to:
\[

$$
\begin{aligned}
f\left(x_{T}\right)-f\left(x^{\star}\right) & \leq \frac{2 L\left(f\left(x_{0}\right)-f\left(x^{\star}\right)\right) \cdot\left\|x_{0}-x^{\star}\right\|_{2}^{2}}{2 L\left\|x_{0}-x^{\star}\right\|_{2}^{2}+T \cdot\left(f\left(x_{0}\right)-f\left(x^{\star}\right)\right)} \\
& =O\left(\frac{1}{T}\right)
\end{aligned}
$$
\]

The last expression is because all the other quantities are constant and depend on the initialization. Another way to interpret the above result is that if we require $f\left(x_{T}\right)-f\left(x^{\star}\right) \leq \varepsilon$, we have to perform $O\left(\frac{1}{\varepsilon}\right)$ number of iterations.
How does this compare to the result we already know? Remember that assuming only Lipschitz gradient continuity, we have:

$$
\min _{t}\left\|\nabla f\left(x_{t}\right)\right\|_{2}=O\left(\frac{1}{\sqrt{T}}\right)
$$

and we need $O\left(1 / \varepsilon^{2}\right)$ iterations to achieve $\min _{t}\left\|\nabla f\left(x_{t}\right)\right\|_{2} \leq$ $\varepsilon$. This reveals that convexity gains are two-fold: $i$ ) gradient descent over convex functions leads to convergence to global minimum/minima, not just stationary points; $i i$ ) gradient descent over convex functions effectively shows improved performance, compared to gradient descent over only $L$-smooth functions.

Beyond boilerplate convexity: strong convexity.Achieving better convergence rates can be achieved by assuming more than just convexity for $f$. Strong convexity is one such assumption that can lead to an improved result. In plain words, it implies that $f$ should be steep enough so that gradient descent can progress (more aggressively). To see this, let us first provide its definition:
Definition 18. (Strong Convexity) A function $f: \mathbb{R}^{p} \rightarrow \mathbb{R}$ is a strongly convex function if it is convex and, for $\mu>0$, satisfies:

$$
f(y) \geq f(x)+\langle\nabla f(x), y-x\rangle+\frac{\mu}{2}\|x-y\|_{2}^{2}, \forall x, y
$$

(In the recent optimization literature, following a "machine learning" notation, $L$ is usually substituted with $\beta$ and $\mu$ with $\alpha$. Here, we will follow the notation that Nesterov has used.)

A visual illustration of strong convexity is provided in the next figure.


Fig. 22. Strong convexity interpretation and its relation to Lipschitz gradient continuity.

To interpret this further, while Lipschitz gradient continuity implies that, at any point of the domain of $f$, we can upper bound $f$ with a quadratic (green curve), strong convexity implies that, at any point of the domain of $f$, we can lower bound $f$ with a quadratic (blue curve).
A strongly convex function has a unique minimizer. Remember that a convex function has the nice property that every local minimum is a global minimum. Still, there is no guarantee that the set of global minima is a singleton.
There are several alternative and equivalent characterizations of strong convexity to know:

$$
\begin{aligned}
\langle\nabla f(x)-\nabla f(y), x-y\rangle & \geq \mu\|x-y\|_{2}^{2}, \\
f(y) & \leq f(x)+\langle\nabla f(x), y-x\rangle \\
& +\frac{1}{2 \mu}\|\nabla f(x)-\nabla f(y)\|_{2}^{2}, \\
\langle\nabla f(x)-\nabla f(y), x-y\rangle & \leq \frac{1}{\mu}\|\nabla f(x)-\nabla f(y)\|_{2}^{2}, \\
\nabla^{2} f(x) & \succeq \mu \cdot I .
\end{aligned}
$$

(The convergence rate proof of just a strongly convex functionnot necessarily L-smooth-is left for exercise.)

The $L$-smooth and $\mu$-strongly convex functions. In convex optimization research, the two classes of convex functions that have attracted the most attention are the set of $L$-smooth functions (i.e., with Lipschitz continuous gradients) and the set of $L$-smooth AND $\mu$-strongly convex functions.
To understand what strong convexity adds w.r.t. convergence rates, we jointly study the performance of gradient descent under these assumptions.
Similar to the proof of $L$-smooth functions:

$$
\begin{aligned}
&\left\|x_{t+1}-x^{\star}\right\|_{2}^{2}=\left\|x_{t}-x^{\star}\right\|_{2}^{2}+\eta^{2}\left\|\nabla f\left(x_{t}\right)\right\|_{2}^{2} \\
&-2 \eta\left\langle\nabla f\left(x_{t}\right), x_{t}-x^{\star}\right\rangle
\end{aligned}
$$

A key property of $L$-smooth and $\mu$-strongly convex functions is the following lemma:
Lemma 4. Let $f$ satisfy L-smoothness and $\mu$-strongly convexity. Then:

$$
\begin{aligned}
\langle\nabla f(x)-\nabla f(y), x-y\rangle \geq \frac{\mu L}{\mu+L} \| & x-y \|_{2}^{2} \\
& +\frac{1}{\mu+L} \cdot\|\nabla f(x)-\nabla f(y)\|_{2}^{2}
\end{aligned}
$$

( We will see how this convex condition will "inspire" similar conditions for non-convex optimization.)
We use the lemma above, with the substitution $x \equiv x^{\star}$, $y \equiv x_{t}$, and knowing that $\nabla f\left(x^{\star}\right)=0$. This leads to:

$$
-\left\langle\nabla f\left(x_{t}\right), x^{\star}-x_{t}\right\rangle \geq \frac{\mu L}{\mu+L}\left\|x_{t}-x^{\star}\right\|_{2}^{2}+\frac{1}{\mu+L} \cdot\left\|\nabla f\left(x_{t}\right)\right\|_{2}^{2} .
$$

Using this in the inequality above, we obtain:

$$
\begin{aligned}
\left\|x_{t+1}-x^{\star}\right\|_{2}^{2} \leq & \left\|x_{t}-x^{\star}\right\|_{2}^{2}+\eta^{2}\left\|\nabla f\left(x_{t}\right)\right\|_{2}^{2} \\
& \quad-\frac{2 \eta \mu L}{\mu+L}\left\|x_{t}-x^{\star}\right\|_{2}^{2}-\frac{2 \eta}{\mu+L} \cdot\left\|\nabla f\left(x_{t}\right)\right\|_{2}^{2} \\
= & \left(1-\frac{2 \eta \mu L}{\mu+L}\right) \cdot\left\|x_{t}-x^{\star}\right\|_{2}^{2} \\
& +\eta \cdot\left(\eta-\frac{2}{\mu+L}\right) \cdot\left\|\nabla f\left(x_{t}\right)\right\|_{2}^{2}
\end{aligned}
$$

Here, assuming that $\eta \leq \frac{2}{\mu+L}$, the second term on the right-hand side is $\leq 0$; i.e., we can guarantee that the distance to $x^{\star}$ decreases per iteration since the first term has
$\left(1-\frac{2 \eta \mu L}{\mu+L}\right)<1$. However, this does not say anything about the convergence rate. For that, we observe that:

$$
\left\|x_{t+1}-x^{\star}\right\|_{2}^{2} \leq\left(1-\frac{2 \eta \mu L}{\mu+L}\right) \cdot\left\|x_{t}-x^{\star}\right\|_{2}^{2}
$$

Assume we use $\eta=\frac{2}{\mu+L}$. Then, we observe:

$$
\begin{aligned}
& \text { - }\left(1-\frac{2 \eta \mu L}{\mu+L}\right)=\left(1-\frac{2 \frac{2}{\mu+L} \mu L}{\mu+L}\right)=\left(1-\frac{4 \mu L}{(\mu+L)^{2}}\right) \geq 0 . \\
& \text { - } \frac{2 \frac{2}{\mu+L} \mu L}{\mu+L}=\frac{4 \mu L}{(\mu+L)^{2}}=\frac{4}{\frac{\mu}{L}+2+\frac{L}{\mu}} \geq \frac{2}{\kappa+1} .
\end{aligned}
$$

where $\kappa:=\frac{L}{\mu}>1$ is defined as the condition number of $f$. Then:

$$
\begin{aligned}
\left\|x_{T}-x^{\star}\right\|_{2}^{2} & \leq\left(1-\frac{2}{\kappa+1}\right) \cdot\left\|x_{T-1}-x^{\star}\right\|_{2}^{2} \\
& \leq\left(1-\frac{2}{\kappa+1}\right)^{T} \cdot\left\|x_{0}-x^{\star}\right\|_{2}^{2} \\
& =\left(\frac{\kappa-1}{\kappa+1}\right)^{T} \cdot\left\|x_{0}-x^{\star}\right\|_{2}^{2} \\
& =O\left(c^{T}\right) \cdot\left\|x_{0}-x^{\star}\right\|_{2}^{2}
\end{aligned}
$$

for $c<1$ constant. This is what we call linear convergence rate.
To compare the number of iterations required to get to an $\varepsilon$-close solution, we get:

$$
\begin{gathered}
\left\|x_{T}-x^{\star}\right\|_{2}^{2} \leq \varepsilon \xrightarrow{\text { Requires }}\left(\frac{\kappa-1}{\kappa+1}\right)^{T} \cdot\left\|x_{0}-x^{\star}\right\|_{2}^{2} \leq \varepsilon \\
T \geq \frac{\log \left(\left\|x_{0}-x^{\star}\right\|_{2}^{2} / \varepsilon\right)}{\log \frac{\kappa+1}{\kappa-1}} .
\end{gathered}
$$

Compared to just $L$-smooth convex functions, we have:

$$
O\left(\frac{1}{\varepsilon}\right) \quad \text { vs } \quad O\left(\log \frac{1}{\varepsilon}\right)
$$

Thus, if we require a solution that is $\varepsilon=10^{-3}$-close in some sense, for $L$-smooth functions, we require $O(1000)$ iterations, while for strongly convex functions, we require $O(3)$ iterations (hiding though a lot of constants). Moreover, observe that the premise in the strongly convex case is stronger: we are guaranteed to converge to the unique global solution, while $L$-smoothness convex itself cannot guarantee anything about which global solution we converge to.
Please revisit the figures in previous chapters for an illustration and comparison between different convergence rates.

What should our expectations be: Lower bounds. Let us summarize some of our results, especially under the convexity assumption. We know that:

- For $L$-smooth convex functions, we have:

$$
f\left(x_{T}\right)-f\left(x^{\star}\right) \leq \frac{2 L\left(f\left(x_{0}\right)-f\left(x^{\star}\right)\right) \cdot\left\|x_{0}-x^{\star}\right\|_{2}^{2}}{2 L\left\|x_{0}-x^{\star}\right\|_{2}^{2}+T \cdot\left(f\left(x_{0}\right)-f\left(x^{\star}\right)\right)} .
$$

- When we also have strong convexity:

$$
\left\|x_{T}-x^{\star}\right\|_{2}^{2} \leq\left(\frac{\kappa-1}{\kappa+1}\right)^{T} \cdot\left\|x_{0}-x^{\star}\right\|_{2}^{2} .
$$

But is this the best we can achieve when dealing only with Lsmooth convex functions? E.g., is there another analysis that
leads to $f\left(x_{T}\right)-f\left(x^{\star}\right) \leq c^{T}$, for some $c<1$, when only $L$ smoothness holds? Can we achieve a better convergence rate under $L$-smooth and $\mu$-strong convexity?
The above leads to the discussion on lower bounds: i.e., making the same assumptions-and no more - can we construct functions $f$ that, under these assumptions, we cannot achieve something better than the above? ${ }^{7}$
The following summarizes lower bounds on the types of objective functions we have previously discussed.

- For objective functions with Lipschitz continuous gradients, with constant $L$, we can prove that there are $f$ instances such that we cannot achieve something better than:

$$
f\left(x_{T}\right)-f\left(x^{\star}\right) \geq \frac{3 L\left\|x_{0}-x^{\star}\right\|_{2}^{2}}{32(T+1)^{2}}=O\left(\frac{1}{T^{2}}\right) .
$$

Under this assumption, and only using gradients, we cannot achieve better than the above.

- For objective functions with both Lipschitz continuous gradients and the strong convexity assumption satisfied, there are $f$ instances with a convergence rate lower bounded by:

$$
\left\|x_{T}-x^{\star}\right\|_{2}^{2} \geq\left(\frac{\sqrt{\kappa}-1}{\sqrt{\kappa}+1}\right)^{2 T}\left\|x_{0}-x^{*}\right\|_{2}^{2}
$$

where $\kappa=L / \mu>1$. Here we observe that, while we have achieved the same convergence rate with respect to the exponent-i.e.., in both cases, we have $c^{T}$, for $c<1$-in the lower bound case, we see $\sqrt{\kappa}$ instead of $\kappa$.
But how do we obtain such lower bounds? By constructing special functions $f$ that satisfy our assumptions and provably show such lower bounds behavior in theory. ${ }^{8}$
Later in the course, we will see how to achieve these lower bounds under the same assumptions and rely only on a firstorder oracle.

Other powerful global assumptions. Convexity is a strong assumption that every local minimum is equivalent to a global minimum. In math, along with $L$-smoothness and strong convexity, we use the basic condition:

$$
f(x) \geq f(y)+\langle\nabla f(y), x-y\rangle,
$$

to obtain the results above. But are there any other assumptions we can use to prove similar convergence rates?
In this subsection, we will focus on the notion of PolyakEojasiewicz (PL) inequality, use it in proof techniques, and conclude with other global assumptions similar to PL.
The definition of PL is as follows:
Definition 19. A function $f$ satisfies the $P L$ inequality if the following holds for some $\xi>0$ :

$$
\frac{1}{2}\|\nabla f(x)\|_{2}^{2} \geq \xi \cdot\left(f(x)-f\left(x^{\star}\right)\right), \quad \forall x .
$$

(Any thoughts on what this inequality implies, concerning stationary points?)
Let us use this new definition to prove convergence. We will assume $L$-smoothness of $f$ (this does not imply anything about convexity). Using step size $\eta=\frac{1}{L}$ in gradient descent leads to:

$$
f\left(x_{t+1}\right)-f\left(x_{t}\right) \leq-\frac{1}{2 L} \cdot\left\|\nabla f\left(x_{t}\right)\right\|_{2}^{2}, \forall t .
$$

[^2]By PL, we know that:

$$
-\frac{1}{2}\left\|\nabla f\left(x_{t}\right)\right\|_{2}^{2} \leq-\xi \cdot\left(f\left(x_{t}\right)-f\left(x^{\star}\right)\right) .
$$

Then:

$$
\begin{aligned}
& f\left(x_{t+1}\right)-f\left(x_{t}\right) \leq-\frac{\xi}{L} \cdot\left(f\left(x_{t}\right)-f\left(x^{\star}\right)\right) \quad \Rightarrow \\
& f\left(x_{t+1}\right)-f\left(x^{\star}\right) \leq f\left(x_{t}\right)-f\left(x^{\star}\right)-\frac{\xi}{L} \cdot\left(f\left(x_{t}\right)-f\left(x^{\star}\right)\right) \quad \Rightarrow \\
& f\left(x_{t+1}\right)-f\left(x^{\star}\right) \leq\left(1-\frac{\xi}{L}\right) \cdot\left(f\left(x_{t}\right)-f\left(x^{\star}\right)\right) .
\end{aligned}
$$

Unfolding this recursion:

$$
f\left(x_{T}\right)-f\left(x^{\star}\right) \leq\left(1-\frac{\xi}{L}\right)^{T} \cdot\left(f\left(x_{0}\right)-f\left(x^{\star}\right)\right) .
$$

Under the assumption that $L \geq \xi$, this leads to a linear convergence rate.
Some comments:

- We proved linear convergence to the global optimum without assuming strong convexity. This dictates that one might make different assumptions that lead to favorable behavior.
- Further, PL inequality does not imply convexity; i.e., we proved convergence with linear rate to the global optimum, even if the objective is not convex.
- PL assumption does not imply uniqueness of the global optimum; there might be several $x^{\star}$ (one of the reasons we do not have convergence guarantees in $\left\|x_{t}-x^{\star}\right\|_{2}$ terms).
What does a function that satisfies PL inequality look like? Here is an example we have seen in the previous chapter.


Fig. 23. $f(x)=x^{2}+3 \sin ^{2}(x)$

Some other conditions that have been used in convergence proofs, but we will not focus on this chapter, are:
Definition 20. A function $f$ satisfies the weak strong convexity (WSC) condition if the following holds for some $\mu>0$ :

$$
f\left(x^{\star}\right) \geq f(x)+\left\langle\nabla f(x), x^{\star}-x\right\rangle+\frac{\mu}{2}\left\|x-x^{\star}\right\|_{2}^{2}, \quad \forall x .
$$

Observe that this inequality holds for only $x^{\star}$ on the left-hand side; this justifies the term "weak" in its name.
Definition 21. A function $f$ satisfies the restricted secant inequality (RSI) if the following holds for some $\mu>0$ :

$$
\left\langle\nabla f(x), x-x^{\star}\right\rangle \geq \mu\left\|x-x^{\star}\right\|_{2}^{2}, \quad \forall x .
$$

If the function $f$ is also convex, this is also called restricted strong convexity.
Definition 22. A function $f$ satisfies the error bound condition (EB) if the following holds for some $\mu>0$ :

$$
\|\nabla f(x)\|_{2} \geq \mu\left\|x-x^{\star}\right\|_{2}, \quad \forall x .
$$

Def inition 23. A function $f$ satisfies the quadratic growth ( $Q G$ ) condition if the following holds for some $\mu>0$ :

$$
f(x)-f\left(x^{\star}\right) \geq \frac{\mu}{2}\left\|x-x^{\star}\right\|_{2}, \quad \forall x .
$$

In the above definitions, $\mu$ does not dictate the same value for all definitions; we use the same letter for clarity.
Finally, there is a hierarchy of these conditions.

$$
(\mathrm{WSC}) \rightarrow(\mathrm{RSI}) \rightarrow(\mathrm{EB}) \equiv(\mathrm{PL}) \rightarrow(\mathrm{QG})
$$

The above indicates "implications": e.g., if we assume WSC holds for a function, then the rest of the conditions are also satisfied for some constants $\mu$ [36].

When we know neither $L$ nor $\mu$. In this subsection, we will present one (of many) adaptive step size schedules that are theoretically justified. In the deep learning literature, various step size schedules are pretty successful (and are used dominantly in practical scenarios), but remain heuristics which could make them questionable if one "jumps" from one application to another, or even from one dataset to another for the same application. Traditionally, selecting a good step size that does not rely heavily on knowing some "hard-to-know or hard-to-approximate" constants is an active research area with deep roots in the past.
Here, we will focus on the case of the Polyak step size, ${ }^{9}$ which comes with convergence guarantees for convex functions but does not rely on unknown constants (there is a caveat here as we will see later on, but that caveat is milder than assuming we know $L$ or $\mu$ ). Polyak derived the Polyak step size in 1987 [40]; for generality purposes, we will consider the case where the $f$ function is just convex, even non-smooth. In this scenario, we will focus on the generic (sub)gradient descent algorithm on convex function $f$ :

$$
\min _{x} f(x)
$$

that follows the recursion:

$$
x_{t+1}=x_{t}-\eta_{t} g_{t}
$$

where $g_{t}$ represents one of the subgradients of $f$ at point $x_{t}$. Let us also assume that $\left\|g_{t}\right\|_{2}<G$ for some constant $G$. A similar analysis to the above theorems leads to the following:

$$
\left\|x_{t+1}-x^{\star}\right\|_{2}^{2}=\left\|x_{t}-x^{\star}\right\|_{2}^{2}+\eta_{t}^{2}\left\|g_{t}\right\|_{2}^{2}-2 \eta_{t}\left\langle g_{t}, x_{t}-x^{\star}\right\rangle .
$$

We know that by convexity, the following inequality holds:

$$
f\left(x^{\star}\right) \geq f\left(x_{t}\right)+\left\langle g_{t}, x_{t}-x^{\star}\right\rangle
$$

and the above expression is bounded as:

$$
\left\|x_{t+1}-x^{\star}\right\|_{2}^{2} \leq\left\|x_{t}-x^{\star}\right\|_{2}^{2}+\eta_{t}^{2}\left\|g_{t}\right\|_{2}^{2}-2 \eta_{t}\left(f\left(x_{t}\right)-f\left(x^{\star}\right)\right) .
$$

To choose the step size, one option is to choose $\eta_{t}$ such that the right-hand side is minimized, i.e.,

$$
\eta_{t}=\arg \min _{\eta}\left\{\left\|x_{t}-x^{\star}\right\|_{2}^{2}+\eta_{t}^{2}\left\|g_{t}\right\|_{2}^{2}-2 \eta_{t}\left(f\left(x_{t}\right)-f\left(x^{\star}\right)\right)\right\},
$$

which has a closed-form solution:

$$
\eta_{t}=\frac{f\left(x_{t}\right)-f\left(x^{\star}\right)}{\left\|g_{t}\right\|_{2}^{2}} .
$$

[^3]This is known as the Polyak step size. Substituting this step size in the expression above, we obtain:

$$
\left\|x_{t+1}-x^{\star}\right\|_{2}^{2} \leq\left\|x_{t}-x^{\star}\right\|_{2}^{2}-\frac{\left(f\left(x_{t}\right)-f\left(x^{\star}\right)\right)^{2}}{\left\|g_{t}\right\|_{2}^{2}} .
$$

I.e., $\left\|x_{t+1}-x^{\star}\right\|_{2}^{2}$ monotonically decreases per iteration. By telescoping the above expression over $t$ iterations, we obtain:

$$
\left\|x_{t+1}-x^{\star}\right\|_{2}^{2} \leq\left\|x_{0}-x^{\star}\right\|_{2}^{2}-\frac{1}{G^{2}} \sum_{i=0}^{t}\left(f\left(x_{i}\right)-f\left(x^{\star}\right)\right)^{2},
$$

where we also utilized the assumption $\left\|g_{t}\right\|_{2}<G$. Rearranging the above terms and removing any unnecessary terms, we obtain:

$$
\min _{i \in[t]} f\left(x_{i}\right)-f\left(x^{\star}\right) \leq \frac{G \cdot\left\|x_{0}-x^{\star}\right\|_{2}}{\sqrt{t+1}}=O\left(\frac{1}{\sqrt{t}}\right) .
$$

What is the caveat? Polyak's step size can be used only when the optimal value $f\left(x^{\star}\right)$ is known. Yet, there are references in the literature [41] that demonstrate that $f\left(x^{\star}\right)=0$ for several applications (for example, finding a point in the intersection of convex sets, positive semidefinite matrix completion and solving convex inequalities). Moreover, in overparameterized neural networks, this is a common assumption that holds also in practice, but it is out of the scope of this chapter.

Constrained convex optimization and convex sets. In Chapter 1 , we mentioned that the focus of this class will be a subset of problems of the form:

$$
\begin{array}{ll}
\min _{x \in \mathbb{R} p} & f(x) \\
\text { subject to } & x \in \mathcal{C} .
\end{array}
$$

where $\mathcal{C}$ is the constraint set on $x$. The nature of $\mathcal{C}$ depends on the application; there are applications where $\mathcal{C}$ is simple enough and does not affect much how gradient descent behaves, and there are applications where $\mathcal{C}$ is not of a straightforward form (e.g., think of combinatorial constraints). One such example is the sparsity constraint, where we are looking for a sparse vector that minimizes $f$ (i.e., there might be dense vectors that minimize $f$ even further, but we are interested in sparse solutions).
Similarly to functions, we must define the difference between convex and non-convex sets. To understand and appreciate the difficulty of including non-convex constraints, we need to know how simple, convex constraints affect the performance of gradient descent.

When is our problem convex or non-convex? First, it is important to understand what convex optimization can solve and what it can not. When both the objective and the constraints are convex, then the problem (in most cases) can be solved by standard convex optimization tools (including gradient descent as a solver). When either of the objective or the constraints are non-convex, or neither of them are convex, then the problem is non-convex.

To provide a pictorial explanation, look at the following toy example curve.


Fig. 24. Constrained optimization example, where the constraint set is nonconvex. The purple parts do not belong in the feasibility set.

If we had no constraints, the function would be smooth and convex; thus, gradient descent would work as expected. However, including the purple parts on the feasibility set, the optimal could be no longer the bottom of the "bowl". Also, solving the problem first without the constraints and then applying the constraints most often does not lead to a good solution.
It is natural to study constrained convex optimization first. The following are additional definitions related to convexity that will become important later in the course.

Definition 24. (Convex Set) The set $\mathcal{C} \subset \mathbb{R}^{p}$ is a convex set if $\forall x_{1}, x_{2} \in \mathcal{C}$, it holds that

$$
\forall \alpha \in[0,1]: \alpha x_{1}+(1-\alpha) x_{2} \in \mathcal{C} .
$$



Fig. 25. Some convex set examples.

Definition 25. (Convex Hull) The convex hull of a set of points in $\mathcal{Q}$ is the intersection of all convex sets containing $\mathcal{Q}$. For $n$ points $\mathcal{Q}:=\left\{x_{1}, \ldots, x_{n}\right\}$, the convex hull is

$$
\operatorname{conv}(\mathcal{Q})=\left\{\sum_{j=1}^{n} \alpha_{j} x_{j}: \alpha_{j} \geq 0, \forall j, \quad \sum_{j=1}^{n} \alpha_{j}=1\right\}
$$



Fig. 26. Convex hull of a set of points.

Some notable convex sets:

- Linear spaces and halfspaces: e.g., $\left\{x \in \mathbb{R}^{p} \mid A x=0\right\}$ and $\left\{x \in \mathbb{R}^{p} \mid\langle z, x\rangle \geq 0\right\}$.
- Affine transformations of convex sets: e.g., if $\mathcal{C}$ is a convex set, then so it is the set $\{A x+b \mid x \in \mathcal{C}\}$.
- Intersections of convex sets.
- Special cases that are worth to be mentioned: Norm inequality constraints define convex sets (e.g., $\|x\|_{2} \leq 1$, $\|x\|_{1} \leq \lambda,\|X\|_{F} \leq c,\|y-A x\|_{2} \leq \varepsilon-h o w e v e r$, the following set $\|x\|_{2}=1$ is not convex, why?); linear constraints define convex sets, such as $A x \leq b$; linear matrix inequalities define convex sets- particular case the PSD constraint, $A \succeq 0$.

Projections onto convex sets. The definition of a projection onto a set is as the following optimization problem:

$$
\Pi_{\mathcal{C}}(x)=\underset{z \in \mathcal{C}}{\operatorname{argmin}} \ell(x, z) .
$$

Here, $\mathcal{C}$ defines the set on which we want to project, $x$ is a given point, and $\ell(x, z)$ defines a notion of distance between $x$ and a point in $\mathcal{C}$, which we want to minimize. Classical examples for $\ell(x, z)$ are norms such as $\ell(x, z)=\|x-z\|_{2}^{2}$, which will be the focus here. Thus, a verbal description of

$$
\Pi_{\mathcal{C}}(x)=\underset{z \in \mathcal{C}}{\operatorname{argmin}}\|x-z\|_{2}^{2}
$$

is "Given a point $x$ and a set $\mathcal{C}$, find a point in $\mathcal{C}$ that is closer to $x$ with respect to the Euclidean distance". When the set $\mathcal{C}$ is convex, this defines the Euclidean projection onto the convex set $\mathcal{C}$.
An illustration of the above is shown below.


Fig. 27. Projection onto convex set $\mathcal{C}$.

Some useful properties for projections onto convex sets are

- $\left\|x-\Pi_{\mathcal{C}}(x)\right\|_{2}^{2} \leq\|x-y\|_{2}^{2}, \forall y \in \mathcal{C}, \forall x$, with the following illustration:

Fig. 28. The Euclidean distance from $x$ to its projection onto $\mathcal{C}$ is the smallest among the points in $\mathcal{C}$

This is the definition of the projection as the minimum distance.

- $\left\langle\Pi_{\mathcal{C}}(x)-y, \Pi_{\mathcal{C}}(x)-x\right\rangle \leq 0, \forall y \in \mathcal{C}, \forall x$, with the following illustration:


Fig. 29. The angle between the rays $\Pi_{\mathcal{C}}(x)-y$ and $\Pi_{\mathcal{C}}(x)-x$ are more than $90^{\circ}$.

The interpretation is given in the caption above. This property does not hold for non-convex functions; a counterexample is given in the following figure.


Fig. 30. The above property does not necessarily hold for non-convex sets.

- $\left\|\Pi_{\mathcal{C}}(x)-\Pi_{\mathcal{C}}(y)\right\|_{2} \leq\|x-y\|_{2}, \quad \forall x, y$.


Fig. 31. The distance between any two points is greater than the distance of their projections onto a convex set.

Projected gradient descent. Given the notion of projections, we can define the projected version of gradient descent:

$$
x_{t+1}=\Pi_{\mathcal{C}}\left(x_{t}-\eta_{t} \nabla f\left(x_{t}\right)\right), \quad t=0,1, \ldots
$$

which can be alternatively seen as a two-step procedure:

$$
\begin{aligned}
\tilde{x}_{t+1} & =x_{t}-\eta_{t} \nabla f\left(x_{t}\right), \quad t=0,1, \ldots, \\
x_{t+1} & =\Pi_{\mathcal{C}}\left(\widetilde{x}_{t+1}\right), \quad t=0,1, \ldots,
\end{aligned}
$$

But do we lose anything by including the projection step? Can we preserve the same convergence guarantees?
Claim 5. For a function $f: \mathbb{R}^{p} \rightarrow \mathbb{R}$ that is L-smooth and $\mu$ strongly convex, projected gradient descent converges according to:

$$
\left\|x_{t+1}-x^{\star}\right\|_{2}^{2} \leq\left(1-\frac{2 \eta \mu L}{\mu+L}\right)\left\|x_{t}-x^{\star}\right\|_{2}^{2}
$$

Proof: By definition, $x_{t+1}=\Pi_{C}\left(x_{t}-\eta \nabla f\left(x_{t}\right)\right)$. So,

$$
\begin{aligned}
\left\|x_{t+1}-x^{\star}\right\|_{2}^{2} & =\left\|\Pi_{\mathcal{C}}\left(x_{t}-\eta \nabla f\left(x_{t}\right)\right)-x^{\star}\right\|_{2}^{2} \\
& =\left\|\Pi_{\mathcal{C}}\left(x_{t}-\eta \nabla f\left(x_{t}\right)\right)-\Pi_{\mathcal{C}}\left(x^{\star}\right)\right\|_{2}^{2} \\
& \leq\left\|x_{t}-\eta \nabla f\left(x_{t}\right)-x^{\star}\right\|_{2}^{2} \\
& \leq \ldots(\text { Similar analysis to GD }) \\
& \leq\left(1-\frac{2 \eta \mu L}{\mu+L}\right)\left\|x_{t}-x^{\star}\right\|_{2}^{2} .
\end{aligned}
$$

Convergence of projected gradient descent for $L$-smooth functions. A similar analysis holds for the case of just $L$ smooth functions. However, we need some care to handle the analysis in $f$ values. Remember that for just $L$-smooth functions, there might be multiple global solutions $x^{\star}$ that minimize the objective, and thus the notion of a distance $\left\|x_{t+1}-x^{\star}\right\|_{2}$ does not make sense in a recursion.

We know from the analysis of unconstrained optimization that, for $L$-smooth functions and for step size $\eta=\frac{1}{L}$ in gradient descent:

$$
f\left(x_{t+1}\right)-f\left(x_{t}\right) \leq-\frac{1}{2 L}\left\|\nabla f\left(x_{t}\right)\right\|_{2}^{2}
$$

This is based on the application of $L$-smoothness, where:

$$
\begin{aligned}
f\left(x_{t+1}\right) \leq & f\left(x_{t}\right)+\left\langle\nabla f\left(x_{t}\right), x_{t+1}-x_{t}\right\rangle+\frac{L}{2}\left\|x_{t+1}-x_{t}\right\|_{2}^{2} \\
& \stackrel{(i)}{=} f\left(x_{t}\right)+\left\langle\nabla f\left(x_{t}\right), x_{t}-\eta_{t} \nabla f\left(x_{t}\right)-x_{t}\right\rangle \\
& \quad+\frac{L}{2}\left\|x_{t}-\eta_{t} \nabla f\left(x_{t}\right)-x_{t}\right\|_{2}^{2} \\
= & \cdots
\end{aligned}
$$

Though, in a constrained case such as,

$$
\begin{array}{ll}
\min _{x \in \mathbb{R}^{p}} & f(x) \\
\text { subject to } & x \in \mathcal{C}
\end{array}
$$

we have:

$$
x_{t+1}=\Pi_{\mathcal{C}}\left(x_{t}-\eta \nabla f\left(x_{t}\right)\right)
$$

which complicates things, so that equation $(i)$ does not hold.
We will need the notion of gradient mapping to overcome this difficulty. Without getting into many details (gradient mapping is not going to be used for the rest of the course), we can prove the following result:
Lemma 5. Let $\mathcal{C} \subset \mathbb{R}^{p}$ be a convex set, and let $x, y \in \mathcal{C}$. Let $f: \mathcal{C} \rightarrow \mathbb{R}$ be a convex function that we want to minimize and satisfies L-smoothness. Define: $x^{+}=\Pi_{C}\left(x-\frac{1}{L} \nabla f(x)\right)$. Define also the function $g_{\mathcal{C}}(x)=L \cdot\left(x-x^{+}\right)$. Then, the following inequality holds:

$$
f\left(x^{+}\right)-f(y) \leq\left\langle g_{\mathcal{C}}(x), x-y\right\rangle-\frac{1}{2 L}\left\|g_{\mathcal{C}}(x)\right\|_{2}^{2}
$$

Proof: Since $\mathcal{C}$ is a convex set, by the projection properties, we know that:

$$
\begin{aligned}
\left\langle x^{+}-\left(x-\frac{1}{L} \nabla f(x)\right), x^{+}-y\right\rangle & \leq 0 \Rightarrow \\
\left\langle x^{+}-x, x^{+}-y\right\rangle+\frac{1}{L}\left\langle\nabla f(x), x^{+}-y\right\rangle & \leq 0 \Rightarrow \\
\frac{1}{L}\left\langle\nabla f(x), x^{+}-y\right\rangle & \leq\left\langle x-x^{+}, x^{+}-y\right\rangle \Rightarrow \\
\left\langle\nabla f(x), x^{+}-y\right\rangle & \leq\left\langle g_{\mathcal{C}}(x), x^{+}-y\right\rangle
\end{aligned}
$$

Then, we observe the following series of (in)equalities:

$$
\begin{aligned}
f\left(x^{+}\right)-f(y) & =f\left(x^{+}\right)-f(x)+f(x)-f(y) \\
& \leq\left\langle\nabla f(x), x^{+}-x\right\rangle+\frac{L}{2}\left\|x^{+}-x\right\|_{2}^{2}+\langle\nabla f(x), x-y\rangle \\
& =\left\langle\nabla f(x), x^{+}-y\right\rangle+\frac{1}{2 L}\left\|g_{\mathcal{C}}(x)\right\|_{2}^{2} \\
& \leq\left\langle g_{\mathcal{C}}(x), x^{+}-y\right\rangle+\frac{1}{2 L}\left\|g_{\mathcal{C}}(x)\right\|_{2}^{2} \\
& =\left\langle g_{\mathcal{C}}(x), x-y\right\rangle-\frac{1}{2 L}\left\|g_{\mathcal{C}}(x)\right\|_{2}^{2}
\end{aligned}
$$

where the first inequality is due to $L$-smoothness and convexity.

Given the above and the recursion of projected gradient descent:

$$
x_{t+1}=\Pi_{\mathcal{C}}\left(x_{t}-\eta \nabla f\left(x_{t}\right)\right)
$$

by the lemma above, we can compute the following:

$$
f\left(x_{t+1}\right)-f\left(x_{t}\right) \leq-\frac{1}{2 L}\left\|g_{\mathcal{C}}\left(x_{t}\right)\right\|_{2}^{2}
$$

and

$$
f\left(x_{t+1}\right)-f\left(x^{\star}\right) \leq\left\|g_{\mathcal{C}}\left(x_{t}\right)\right\|_{2} \cdot\left\|x_{t}-x^{\star}\right\|_{2}
$$

Using similar analysis with the unconstrained case, we can prove:

$$
\Delta_{T} \leq \frac{3 L\left\|x_{1}-x^{\star}\right\|_{2}^{2}+\left(f\left(x_{1}\right)-f\left(x^{\star}\right)\right)}{T}
$$

where showing $\left\|x_{t+1}-x^{\star}\right\|_{2} \leq\left\|x_{t}-x^{\star}\right\|_{2}$ stems from the use of the above lemma.

Thus, overall, projections do not change the convergence rate. However, it changes the per iteration complexity: e.g., consider a projection procedure as challenging to complete as the original problem.

Opinion: Convex optimization is a technology. Convex optimization has become one of the most well-studied and wellunderstood areas of optimization; another such area is that of linear programming. To this point, there are several off-theshelf solvers that are available online

- CVXOPT - https://cvxopt.org
- CVXPy - http://www.cvxpy.org/
- CVX - http://cvxr.com/cvx/
- JuliaOpt - https://www.juliaopt.org/
- TensorFlow - https://www.tensorflow.org/
- PyTorch - https://pytorch.org/

Why do we still care about convex optimization?

- Several practical problems are convex.
- Many practical problems can be approximated by convex ones
- If one does not understand convex optimization, why even try understanding non-convex optimization? :)

As an exciting interlude, we will continue with the discussion that started at the beginning of this chapter. Consider the minimization problem of the function:

$$
f(x)=\frac{1}{2} x^{\top} Q x-b^{\top} x+r
$$

where $x \in \mathbb{R}^{p}, Q \in \mathbb{R}^{p \times p}$ is a symmetric matrix, $b \in \mathbb{R}^{p}$ is a vector and $r$ is a scalar. I.e.,

$$
\min _{x \in \mathbb{R}^{p}} f(x)
$$

Here, we follow the discussion in this chapter, where $\mu \cdot I \preceq$ $Q \preceq L \cdot I$. Further, we know that $\nabla f(x)=Q x-b=Q\left(x-x^{\star}\right)$, assuming that $x^{\star}$ solves the problem and thus $Q x^{\star}=b$.

By definition of gradient descent, we have the following recursion:

$$
x_{t+1}-x^{\star}=(I-\eta Q) \cdot\left(x_{t}-x^{\star}\right)
$$

This further implies that the quantities $x_{t}-x^{\star}$ can be exactly computed by recursive applying the above rule, all the way to the initial conditions $x_{0}$, to obtain:

$$
x_{t}-x^{\star}=P_{t}(Q) \cdot\left(x_{0}-x^{\star}\right)
$$

where

$$
P_{t}(Q)=(I-\eta Q)^{t}
$$

Here, $P_{t}(Q)$ is a matrix polynomial, whose value depends on the behavior of an eigenvalue-based polynomial; the degree of this polynomial depends on the number of times we repeat this process, i.e., the number of iterations of the gradient descent method, $t$.
In the discussion at the beginning of this chapter, we assumed that $\|I-\eta Q\|_{2}<1$ to apply the Cauchy-Schwarz rule and obtain that result recursively. Here, we would like to highlight a different perspective of gradient-based methods, that of minimax polynomials and how these polynomials could define the type of gradient-based method we use (or would like to use). To do so, we take one step back and define as firstorder methods (for quadratic optimization) all the methods that generate solutions after $t$ iterations, as follows:

$$
x_{t+1} \in x_{0}+\operatorname{span}\left\{\nabla f\left(x_{0}\right), \nabla f\left(x_{1}\right), \ldots, \nabla f\left(x_{t}\right)\right\} .
$$

I.e., for any iteration $t$, the estimate we obtain is a linear combination of the initial point $x_{0}$ and the gradient vectors computed $\left\{\nabla f\left(x_{0}\right), \nabla f\left(x_{1}\right), \ldots, \nabla f\left(x_{t}\right)\right\}$, up to this point. To see that gradient descent is an algorithm that belongs to this class, consider the following (with constant step size):

$$
\begin{aligned}
x_{t+1} & =x_{t}-\eta \nabla f\left(x_{t}\right)=x_{t-1}-\eta \nabla f\left(x_{t-1}\right)-\eta \nabla f\left(x_{t}\right) \\
& =\cdots=x_{0}-\eta \sum_{i=0}^{t} \nabla f\left(x_{i}\right) \\
& \in x_{0}+\operatorname{span}\left\{\nabla f\left(x_{0}\right), \nabla f\left(x_{1}\right), \ldots, \nabla f\left(x_{t}\right)\right\}
\end{aligned}
$$

Given the above, we are now stating an interesting theorem (the proof is skipped, but it is not difficult to show this using mathematical induction).
Theorem 2. Let starting point $x_{0} \in \mathbb{R}^{p}$; consider the quadratic function, as defined above. Then, the sequence of points:

$$
x_{t+1} \in x_{0}+\operatorname{span}\left\{\nabla f\left(x_{0}\right), \nabla f\left(x_{1}\right), \ldots, \nabla f\left(x_{t}\right)\right\}
$$

also satisfy the expression:

$$
x_{t}-x^{\star}=P_{t}(Q)\left(x_{0}-x^{\star}\right)
$$

for some sequence of polynomials $\left\{P_{t}\right\}_{t=0,1, \ldots}$, with $P_{t}$ of degree at most $t$, and initial conditions $P_{t}(0)=1$, and vice-versa ("if and only if" condition).
But why is this important? If you think about it, this theorem does not specify an algorithm; it just states that this should hold for any gradient-based algorithm that "accumulates" gradient estimates. However, all these methods can be nicely characterized (in terms of convergence and convergence rates) by finding the associated matrix polynomial $P_{t}$ and deriving the worst-case analysis on that polynomial. I.e., given the collection of symmetric matrices $Q$, denoted as $\mathcal{Q}$ and given that we know that $\left\|x_{t}-x^{\star}\right\| \leq\left\|P_{t}(Q)\right\|_{2} \cdot\left\|x_{0}-x^{\star}\right\|_{2}$, one could try to characterize what is the best polynomial $P_{t}$ (as in minimizer of the quantity $\left\|P_{t}(Q)\right\|_{2}$, with respect to $P_{t}$ ) over the worst possible problem instance wrt $Q$ (as in maximizer of the quantity $\left\|P_{t}(Q)\right\|_{2}$, with respect to $\left.Q\right)$. In other words, one could search over all possible $P_{t}$ 's such that:

$$
P_{t}^{\star}=\arg \min _{P: P(0)=1} \max _{Q \in \mathcal{Q}}\|P(Q)\|_{2}
$$

As we will see in future chapters, one can find new algorithms that are optimal (= faster) than gradient descent by only looking into what the "limits" of matrix polynomials in terms of minimizing the worst-case scenario are; then, reverseengineering these polynomials, we obtain specific algorithmic constructions that lead to variants of gradient descent with provably better performance (spoiler alert: accelerated gradient descent methods).
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[^0]:    ${ }^{5}$ This is a useful check in all your computations involving multi-variate algebra: make sure that the quantities involved add-up/multiply in a way that comply with the linear algebra rules.

[^1]:    ${ }^{6}$ Remember there might be multiple equivalent global minima, but we can assume we are converging to one of them.

[^2]:    7 This also includes the assumption that we will only use first-order oracles; if we had the option to use more information- -say Hessians- -then we could achieve more. We will defer this discussion to the chapters that follow.
    ${ }^{8}$ However, is this a pessimistic way of thinking convergence rates? For the careful reader, this is similar to characterizing a problem NP-hard by the time we find an instance that is NP-hard. Does this hold, though, for the most practical $f$ cases? Food for thought.

[^3]:    ${ }^{9}$ Other techniques for finding an acceptable step size/learning rate/step length include Wolfe conditions [37], Armijo conditions [38], Curvature conditions, Goldstein Conditions [39], Backtracking line search [39]

