## Chapter 5

Thus far, we have focused on methods that are based on the notion of gradient: At every iteration, we compute first-order (=gradient) information about the objective, and we use this information to perform an educated step towards a local or a global minimum of the objective, as in gradient descent. We have shown-through theoretical analysis-what we can achieve by using gradients concerning convergence rates and what the best we can hope for (=lower bounds) is.

But what are some ways to accelerate this first set of algorithms regarding analytical complexity? We will present some approaches that deviate from simple gradient-based methods and provably and empirically outperform the methods studied thus far, including Newton's method and quasi-Newton variants. To complete the picture on the theory side, we will continue working in the convex world and compare the obtained bounds to understand what we gain and lose for each of these choices.

Newton's method | quasi-Newton variants | Natural gradient | derivative-free optimization

We first remind ourselves what the limits of gradient descent are. The following summarizes lower bounds we can expect, by only using gradients in convex optimization, for some types of objective functions we have previously discussed.

- For the class of $L$-smooth convex objective functions, one can prove the existence of functions $f$ such that gradient descent satisfies:

$$
f\left(x_{T}\right)-f\left(x^{\star}\right) \geq \frac{3 L\left\|x_{0}-x^{\star}\right\|_{2}^{2}}{32(T+1)^{2}}=O\left(\frac{1}{T^{2}}\right)
$$

Under this assumption, and only using gradients, we cannot achieve a better convergence rate than $O\left(1 / T^{2}\right)$.

- For the class of convex objectives functions with both Lipschitz continuous gradients and strong convexity, one can prove the existence of functions $f$ such that gradient descent satisfies:

$$
\left\|x_{T}-x^{\star}\right\|_{2}^{2} \geq\left(\frac{\sqrt{\kappa}-1}{\sqrt{\kappa}+1}\right)^{2 T}\left\|x_{0}-x^{*}\right\|_{2}^{2}
$$

where $\kappa=L / \mu>1$. Here we observe that, while we have achieved the same convergence rate concerning the exponent-i.e., in both cases, we have $c^{T}$, for $c<1$-in the lower bound case, we "deal with" the term $\sqrt{\kappa}$ instead of $\kappa$. This can be alternatively seen as $O\left(\sqrt{\kappa} \log \frac{1}{\varepsilon}\right)$ iteration complexity, compared to $O\left(\kappa \log \frac{1}{\varepsilon}\right)$ iteration complexity that we already proved for gradient descent.

But how can we achieve such lower bounds? Can we achieve something better? This chapter follows a path on different algorithmic approaches, some of which deviate from using firstorder methods to show what we gain (and lose) in practice.

The (notorious) Newton's method. Newton's method has been and still is one of the most celebrated algorithms in the numerical scientific community. We mention the research community here to highlight that there are applications where we care about accurately resolving a problem. E.g., there might be cases where the estimation accuracy at the error level of $10^{-15}$ is essential for the problem and the algorithm. Getting a solution just $10^{-4}$-close might be unacceptable.

Let us first derive the Newton's iteration. Newton's method, as another descent method, updates the current estimate $x$ as:

$$
x \leftarrow x+\Delta x
$$

where $\Delta x$ abstractly defines a direction/update that moves $x$ to a "better place", with respect to the objective we try to minimize. In this chapter, we focus on the unconstrained case:

$$
\min _{x \in \mathbb{R}^{p}} f(x)
$$

where $f$ is assumed to be twice differentiable, with gradient $\nabla f(\cdot)$ and Hessian $\nabla^{2} f(\cdot)$. By taking the second-order Taylor expansion of $f$ around $x+\Delta x$, we have:

$$
\begin{aligned}
f(x+\Delta x) \approx f(x) & +\langle\nabla f(x),(x+\Delta x)-x\rangle \\
& +\frac{1}{2}\left\langle\nabla^{2} f(x)((x+\Delta x)-x),((x+\Delta x)-x)\right\rangle \\
\approx f(x) & +\langle\nabla f(x), \Delta x\rangle+\frac{1}{2}\left\langle\nabla^{2} f(x) \Delta x, \Delta x\right\rangle
\end{aligned}
$$

(Similar reasoning is used for gradient descent to connect $\Delta x$ with negative gradient, $-\nabla f(\cdot)$, as the best descent direction for first-order methods.)

Using this characterization, we can locally find the best $\Delta x$ by finding the root of the quadratic approximation. To see this, if we set $\Delta x \equiv y$, the above expression becomes:

$$
f(x)+\langle\nabla f(x), y\rangle+\frac{1}{2}\left\langle\nabla^{2} f(x) y, y\right\rangle
$$

which is a quadratic function with respect to $y$. Given the above, one could find $\Delta x$ that makes the gradient of $f(x+\Delta x)$ be zero:

$$
\begin{aligned}
& \nabla_{\Delta x} f(x+\Delta x)=0 \stackrel{\text { approx. }}{\Rightarrow} \quad \nabla f(x)+\nabla^{2} f(x) \Delta x=0 \\
& \Rightarrow \Delta x=-\left(\nabla^{2} f(x)\right)^{-1} \nabla f(x) .
\end{aligned}
$$

Substituting $\Delta x$ in $x+\Delta x$, we obtain the Newton's iteration:
Def inition 26. (Newton's method) For $x_{t} \in \mathbb{R}^{p}$ and $\eta_{t} \in \mathbb{R}$, we update our estimate $x_{t}$ on each iteration as follows:

$$
x_{t+1}=x_{t}-\eta_{t} H_{t}^{-1} \nabla f\left(x_{t}\right), \quad H_{t}:=\nabla^{2} f\left(x_{t}\right)
$$

Remark 1. As we will show, $\eta_{t}=1$ in theory. However, some cases require $\eta_{t}<1$ at least at the beginning of the algorithm or when we initialize the algorithm badly. When $\eta_{t}<1$, we call the method damped Newton's method, and its study is currently outside the scope of this course.

Before we present some theory for Newton's method, we need to get the full picture of what we are proposing: With Newton's method, we do gradient descent type-of motions. But before applying the gradient $\nabla f\left(x_{t}\right)$, we "translate" it through the matrix $\nabla^{2} f\left(x_{t}\right)^{-1}$; i.e., we use the transformed gradient $\widetilde{\nabla} f\left(x_{t}\right):=\nabla^{2} f\left(x_{t}\right)^{-1} \nabla f\left(x_{t}\right)$.
Remark 2. If $H_{t}^{-1}=\operatorname{diag}\left\{h_{1}, \ldots, h_{p}\right\}$, where not all $h_{i}=$ 1, then using our interpretation above, we can see that in this condition we are doing gradient descent with coordinatespecific step sizes (i.e., for coordinate $i$ we use step size $\eta_{t} h_{i}$ ). Notice by default, since $\eta_{t}$ is scalar, we take equally-scaled steps in each direction for each descent step, which may be suboptimal depending on our domain and the distribution of $x$; customizing our step sizes coordinate-wise can perform better in practice in a variety of domains. Coordinate-specific step sizes are an active area of research at the center of machine learning research and the adaptive methods used in neural network training. This topic might be covered in later chapters of the course.

Guarantees of Newton's method. Let us first study the behavior of Newton's method in general, even non-convex, scenarios.
Theorem 4. Let $\min _{x} f(x)$ be the problem of interest, with $f$ being twice differentiable. Assume f has Lipschitz continuous Hessians:

$$
\left\|\nabla^{2} f(x)-\nabla^{2} f(y)\right\|_{2} \leq M \cdot\|x-y\|_{2},
$$

and $f$ satisfies at the optimum point $x^{\star}: \nabla^{2} f\left(x^{\star}\right) \succeq \mu I$. Assuming that we start from a point $x_{0}$ that is close enough to $x^{*}$ :

$$
\left\|x_{0}-x^{\star}\right\|_{2}<\frac{2 \mu}{3 M}
$$

Newton's method as in:

$$
x_{t+1}=x_{t}-\eta_{t} H_{t}^{-1} \nabla f\left(x_{t}\right), \quad H_{t}:=\nabla^{2} f\left(x_{t}\right),
$$

converges according to:

$$
\left\|x_{t+1}-x^{\star}\right\|_{2} \leq \frac{M\left\|x_{t}-x^{\star}\right\|_{2}^{2}}{2\left(\mu-M\left\|x_{t}-x^{\star}\right\|_{2}\right)}
$$

Proof: For the first step of the analysis, we need to prove a lemma that derives from the application of Taylor's theorem / mean value theorem / fundamental theorem of calculus (Part II) / Newton-Leibniz axiom, which we restate below for convenience.
Theorem 5. Let $f$ be a real-valued (continuous) function on $[\alpha, \beta]$ with anti-derivative $F$ (i.e., $F^{\prime}(x)=f(x)$ ). Then:

$$
\int_{\alpha}^{\beta} f(x) d x=F(\beta)-F(\alpha)
$$

Lemma 7. By the Fundamental Theorem of Calculus (i.e., above), we have

$$
\nabla f(x)-\nabla f(y)=\int_{0}^{1} \nabla^{2} f(y+\tau(x-y))(x-y) d \tau
$$

Proof: Define $g^{\prime}(\tau)=\nabla^{2} f(y+\tau(x-y)) \cdot(x-y)=$ $(\nabla f(y+\tau(x-y)))^{\prime}$. Then:

$$
\begin{aligned}
\int_{0}^{1} & \nabla^{2} f(y+\tau(x-y))(x-y) d \tau \\
& =\int_{0}^{1} g^{\prime}(\tau) d \tau \\
& =g(1)-g(0) \\
& =\nabla f(y+1 \cdot(x-y))-\nabla f(y+0 \cdot(x-y)) \\
& =\nabla f(x)-\nabla f(y) .
\end{aligned}
$$

using $g^{\prime}=f$ and $g=F$.
Now, using the lemma we just proved to massage the main recursion of Newton's method, we have:

$$
\begin{aligned}
& x_{t+1}-x^{\star} \\
& =x_{t}-\left(\nabla^{2} f\left(x_{t}\right)\right)^{-1} \nabla f\left(x_{t}\right)-x^{\star} \\
& =x_{t}-\left(\nabla^{2} f\left(x_{t}\right)\right)^{-1}\left(\nabla f\left(x_{t}\right)-\nabla f\left(x^{\star}\right)\right)-x^{\star} \\
& =x_{t}-\left(\nabla^{2} f\left(x_{t}\right)\right)^{-1}\left(\int_{0}^{1} \nabla^{2} f\left(x^{\star}+\tau\left(x_{t}-x^{\star}\right)\right)\left(x_{t}-x^{\star}\right) d \tau\right)-x^{\star} \\
& =\left(x_{t}-x^{\star}\right)-\left(\nabla^{2} f\left(x_{t}\right)\right)^{-1}\left(\int_{0}^{1} \nabla^{2} f\left(x^{\star}+\tau\left(x_{t}-x^{\star}\right)\right)\left(x_{t}-x^{\star}\right) d \tau\right) \\
& =\left(\nabla^{2} f\left(x_{t}\right)\right)^{-1} \cdot G_{t}\left(x_{t}-x^{\star}\right)
\end{aligned}
$$

where

$$
G_{t}=\int_{0}^{1}\left(\nabla^{2} f\left(x_{t}\right)-\nabla^{2} f\left(x^{\star}+\tau\left(x_{t}-x^{\star}\right)\right)\right) d \tau .
$$

We proceed by bounding the terms on the right-hand side. (Remember that $\|\cdot\|_{2}$ for matrices corresponds to the spectral norm, not the Frobenius norm.)

$$
\begin{aligned}
\left\|G_{t}\right\|_{2} & =\left\|\int_{0}^{1}\left(\nabla^{2} f\left(x_{t}\right)-\nabla^{2} f\left(x^{\star}+\tau\left(x_{t}-x^{\star}\right)\right)\right) d \tau\right\|_{2} \\
& \leq \int_{0}^{1}\left\|\nabla^{2} f\left(x_{t}\right)-\nabla^{2} f\left(x^{\star}+\tau\left(x_{t}-x^{\star}\right)\right)\right\|_{2} d \tau \\
& \leq \int_{0}^{1} M \cdot\left\|x_{t}-x^{\star}+\tau\left(x_{t}-x^{\star}\right)\right\|_{2} d \tau \\
& =\frac{M\left\|x_{t}-x^{\star}\right\|_{2}}{2}
\end{aligned}
$$

Moreover, we know that, by the Hessian Lipschtiz continuity:

$$
\left\|\nabla^{2} f(x)-\nabla^{2} f(y)\right\|_{2} \leq M \cdot\|x-y\|_{2},
$$

we have:
$\nabla^{2} f(x)-M\|x-y\|_{2} \cdot I \preceq \nabla^{2} f(y) \preceq \nabla^{2} f(x)+M\|x-y\|_{2} \cdot I$, $\forall x, y$, and thus holds for $x=x_{t}$ and $y=x^{\star}$ :
$\nabla^{2} f\left(x_{t}\right) \succeq \nabla^{2} f\left(x^{\star}\right)-M\left\|x_{t}-x^{\star}\right\|_{2} \cdot I \succeq\left(\mu-M\left\|x_{t}-x^{\star}\right\|_{2}\right) \cdot I$.
Assume that $\left\|x_{t}-x^{\star}\right\|_{2} \leq \frac{\mu}{M}$ (to be justified a posteriori), we have:

$$
\left\|\nabla^{2} f\left(x_{t}\right)^{-1}\right\|_{2} \leq\left(\mu-M\left\|x_{t}-x^{\star}\right\|_{2}\right)^{-1}
$$

Combining all the above, we get:

$$
\begin{aligned}
\left\|x_{t+1}-x^{\star}\right\|_{2} & \leq\left\|\left(\nabla^{2} f\left(x_{t}\right)\right)^{-1} \cdot G_{t} \cdot\left(x_{t}-x^{\star}\right)\right\|_{2} \\
& \leq\left\|\nabla^{2} f\left(x_{t}\right)^{-1}\right\|_{2} \cdot\left\|G_{t}\right\|_{2} \cdot\left\|x_{t}-x^{\star}\right\|_{2} \\
& \leq\left(\mu-M\left\|x_{t}-x^{\star}\right\|_{2}\right)^{-1} \cdot \frac{M\left\|x_{t}-x^{\star}\right\|_{2}}{2} \cdot\left\|x_{t}-x^{\star}\right\|_{2} \\
& =\frac{M\left\|x_{t}-x^{\star}\right\|_{2}^{2}}{2\left(\mu-M\left\|x_{t}-x^{\star}\right\|_{2}\right)} .
\end{aligned}
$$

Let us discuss the initialization assumption: $\left\|x_{0}-x^{\star}\right\|_{2} \leq \frac{2 \mu}{3 M}$. Using induction, we have the following two steps.

Basis step: We have:

$$
\begin{aligned}
\left\|x_{1}-x^{\star}\right\|_{2} & \leq \frac{M\left\|x_{0}-x^{\star}\right\|_{2}^{2}}{2\left(\mu-M\left\|x_{0}-x^{\star}\right\|_{2}\right)} \\
& =\frac{M \cdot \frac{4 \mu^{2}}{9 M^{2}}}{2\left(\mu-M \cdot \frac{2 \mu}{3 M}\right)} \\
& =\frac{\frac{4 \mu^{2}}{9 M}}{2\left(\frac{3 M \mu-2 M \mu}{3 M}\right)}=\frac{\frac{4 \mu^{2}}{9 M}}{\frac{2 \mu}{3}}=\frac{2 \mu}{3 M} .
\end{aligned}
$$

Induction step: Assume that for some $t$, it holds $\| x_{t}-$ $x^{\star} \|_{2} \leq \frac{2 \mu}{3 M}$. This also justifies the assumption that $\| x_{t}-$ $x^{\star} \|_{2} \leq \frac{2 \mu}{3 M} \leq \frac{\mu}{M}$ which is used in the proof above as an assumption. Then:

$$
\begin{aligned}
\left\|x_{t+1}-x^{\star}\right\|_{2} & \leq \frac{M\left\|x_{t}-x^{\star}\right\|_{2}^{2}}{2\left(\mu-M\left\|x_{t}-x^{\star}\right\|_{2}\right)} \\
& =\cdots=\frac{2 \mu}{3 M} .
\end{aligned}
$$

This completes the proof: i.e., assuming a good enough initialization, $\left\|x_{0}-x^{\star}\right\|_{2} \leq \frac{2 \mu}{3 M}$, all the assumptions in the proof are justified, leading the recursion in the theorem.

Before we proceed, let's first understand what this recursion means. By assumption of initialization, the recursion becomes:

$$
\begin{aligned}
\left\|x_{t+1}-x^{\star}\right\|_{2} & \leq \frac{M\left\|x_{t}-x^{\star}\right\|_{2}^{2}}{2\left(\mu-M\left\|x_{t}-x^{\star}\right\|_{2}\right)} \\
& \leq \frac{M\left\|x_{t}-x^{\star}\right\|_{2}^{2}}{2\left(\mu-M \frac{2 \mu}{3 M}\right)} \\
& =\frac{3 M}{2 \mu} \cdot\left\|x_{t}-x^{\star}\right\|_{2}^{2} \equiv c \cdot\left\|x_{t}-x^{\star}\right\|_{2}^{2} .
\end{aligned}
$$

Under the assumption that we start from a good initialization point where $\left\|x_{t}-x^{\star}\right\|_{2} \leq 1$-i.e., $\frac{2 \mu}{3 M} \leq 1$-this translates that the new distance is quadratically decreased, rather than linearly. That is, if we want $\left\|x_{T}-x^{\star}\right\|_{2} \leq \varepsilon$, then this can be achieved in $O\left(\log \log \frac{1}{\varepsilon}\right)$ iterations. See also the convergence rate figure.

What if we assume convexity of $f$ ? It turns out that, using convexity, we do not gain anything in terms of convergence rate. However, assuming convexity, we can achieve global convergence: irrespective of the initialization, there is an analysis that proves that Newton's method converges to the global minimum. There is a caveat, though: The quadratic convergence rate holds only locally! I.e., we are guaranteed a quadratic convergence rate after we perform some steps at a slower rate. Only after we get inside a region close enough to the global minimum is the quadratic rate activated!

## Some comments on Newton's method

- Newton's method exploits the local curvature of the function. This is depicted in the following figures, borrowed from Boyd's and Vandenberghe's book. In the first case, the gradient descent method is myopic, and the gradient suggests a direction almost perpendicular to the direction we should move.


Fig. 33. Gradient descent behavior in function valleys.

On the other hand, Newton's method "warps" the function landscape, where the gradient direction moves more towards the optimum.


Fig. 34. Newton's method first changes the function landscape and then performs gradient descent on this space.

- Each iteration of Newton's method is more expensive computationally than simple gradient descent. Thus, there is a trade-off: while we need a much smaller number of iterations to get to optimum (after good initialization), we pay much more per iteration. (Think of the case where computing the Hessian does not fit in the computer's main memory). Remember that if $\nabla f(x) \in \mathbb{R}^{p}$, then $\nabla^{2} f(x) \in \mathbb{R}^{p \times p}$; if $\nabla f(X) \in \mathbb{R}^{p \times p}$, then $\nabla^{2} f(X) \in \mathbb{R}^{p^{2} \times p^{2}}$. Setting $p=10^{6}$, we get an idea of how things could scale in practice.
- Theory so far assumes a good initialization point to achieve quadratic convergence rate -this is an active research area even recently- hopefully, more notes will be added to this bullet in the future.
- Newton's method is rarely used in machine learning applications because we often need to care about exact solutions. Newton's method is critical in cases where accuracy is key, such as numerical analysis and scientific computing -this is an active research area even recently- hopefully, more notes will be added to this bullet in the future.
- Comparing to what we can achieve with gradient descent, Newton's method "breaks" the lower bound
$\left\|x_{T}-x^{\star}\right\|_{2}^{2} \geq\left(\frac{\sqrt{\kappa}-1}{\sqrt{\kappa}+1}\right)^{2 T}\left\|x_{0}-x^{*}\right\|_{2}^{2} \equiv c^{T} \cdot\left\|x_{0}-x^{*}\right\|_{2}^{2}$, since for Newton's method, we have:

$$
\left\|x_{T}-x^{\star}\right\|_{2}^{2} \leq c^{T} \cdot\left\|x_{0}-x^{*}\right\|_{2}^{4}
$$

Spanning the space between gradient descent and Newton's method. Newton's method proposes a different way of performing gradient descent: instead of just taking the gradient per iteration, we compute the Hessian to weigh the gradient. This raises the question: Does only the true Hessian work as a weighting factor for the gradient? Can we generate some approximate Hessian $H_{t}$ and use it in

$$
x_{t+1}=x_{t}-\eta_{t} H_{t}^{-1} \nabla f\left(x_{t}\right)
$$

to similar success?
This leads to the class of general preconditioning matrices and preconditioning methods. These methods are often called

## Convergence Plot



Fig. 35. Borrowed from Wikipedia. Illustration of different convergence rates. Note that the $y$-axis is in logarithmic scale for all the plots, while the $x$-axis has a linear scale. The $y$-axis denotes a metric that dictates the optimum point; for example, $\left\|x_{k}-x^{\star}\right\|_{2}$ (We use $k$ as an iteration subscript here). The x-axis represents the iteration count $k$. The first two plots represent linear convergence rates: it is called linear as a convention to match the linear curve in the logarithmic y-axis scale. While the second plot depicts a preferable behavior, the two plots are equivalent in the big-Oh notation. For an error level $\varepsilon$, linear convergence rate implies $O$ ( $\log \frac{1}{\varepsilon}$ ). The third plot depicts a quadratic convergence rate. For an error level $\varepsilon$, linear convergence rate implies $O\left(\log \log \frac{1}{\varepsilon}\right)$. Finally, the fourth plot represents the sublinear convergence rate, much slower than the linear rate. Some typical rates are: $O\left(1 / \varepsilon^{2}\right), O(1 / \varepsilon), O(1 / \sqrt{\varepsilon})$.
quasi-Newton methods, as we do not use the exact Hessian information per iteration.
Definition 27. (Quasi-Newton method) For $x_{t} \in \mathbb{R}^{p}$, we update our estimate $x_{t}$ on each iteration as follows:

$$
x_{t+1}=x_{t}-\eta_{t} B_{t} \nabla f\left(x_{t}\right), \quad B_{t} \in \mathbb{R}^{p \times p}
$$

where $B_{t} \approx H_{t}^{-1}$ is some approximation to the inverse of the true Hessian.
There are numerous ways to perform this step-i.e., there are various ways to generate $B_{t}$ per iteration-but we will focus on two of them for now:

- The (L)BFGS approximation;
- The SR1 approximation.

Both of them handle the unconstrained case:

$$
\min _{x \in \mathbb{R}^{p}} f(x)
$$

The Broyden-Fletcher-Goldfarb-Shanno approximation, a.k.a. BFGS. The BFGS approximation is based on the following reasoning:

- We know by Taylor's theorem that we can approximate the objective $f(\cdot)$ around $x_{t}$ as:

$$
g_{t}(\Delta x):=f\left(x_{t}\right)+\left\langle\nabla f\left(x_{t}\right), \Delta x\right\rangle+\frac{1}{2}\left\langle H_{t} \Delta x, \Delta x\right\rangle
$$

where $H_{t}$ represents the actual Hessian matrix. Note here that $g_{t}(\Delta x)$ represents a local quadratic approximation of $f$, and $\Delta x$ is a vector that defines the direction we want to take: $x_{t+1}=x_{t}+\Delta x$. Thus, iteratively, we will generate the sequence $\ldots, g_{t-1}(\cdot), g_{t}(\cdot), g_{t+1}(\cdot), \ldots$, where at each iteration we compute a new $\Delta x$.

- Instead of using the exact Hessian in $H_{t}:=\nabla^{2} f\left(x_{t}\right)$, we look for an approximation of the Hessian. Remember that we use $g(\cdot)$ to compute the new $\Delta x$. We need some conditions that this function should satisfy:

1. When we take the gradient of $g_{t+1}(\cdot)$ at the zero pointmeaning that we do not move at all-we should get
back the gradient of the original function. This condition makes sure that the quadratic approximation of $f$ around its original point $x_{t+1}$ gives back the original gradient of the function, $\nabla f\left(x_{t+1}\right)$ :

$$
\nabla g_{t+1}(0)=\nabla f\left(x_{t+1}\right)
$$

2. When we take the gradient of the new function approximation $g_{t+1}(\cdot)$, evaluated at the point after reversing the direction $-\Delta x$, then we should obtain back the gradient of $f$ at the previous iteration. I.e.,

$$
\nabla g_{t+1}(-\Delta x)=\nabla f\left(x_{t}\right)
$$

3. Inspired by making the local approximation quadratic, we also require per iteration to have:

$$
H_{t+1} \succ 0
$$

- Let us use the above information to generate some useful equations. First, observe that by taking gradient of $\nabla g_{t+1}(-\Delta x)$ and using the above equation, we get:
$\nabla g_{t+1}(-\Delta x)=\nabla f\left(x_{t}\right) \Rightarrow H_{t+1} \Delta x=\nabla f\left(x_{t+1}\right)-\nabla f\left(x_{t}\right)$
This is known as the secant equation. Further, by the assumption that $H_{t+1} \succ 0$, the above becomes:

$$
\left\langle\Delta x, \nabla f\left(x_{t+1}\right)-\nabla f\left(x_{t}\right)\right\rangle>0
$$

- The above lead to a recipe: per iteration, we are looking for a matrix $H_{t+1} \succ 0$ such that the secant equation is satisfied. But, how many such $H_{t+1}$ exist? Quite a lot! To restrict the search space, the BFGS method solves the following optimization problem per iteration:

$$
\begin{array}{ll}
\min _{H \succ 0} & \left\|H-H_{t}\right\|_{F}^{2} \\
\text { subject to } & H=H^{\top} \\
& H \Delta x=\nabla f\left(x_{t+1}\right)-\nabla f\left(x_{t}\right)
\end{array}
$$

Solving this problem, we obtain $H_{t+1}$; to use $H_{t+1}$, we further need to invert it and use it as:

$$
x_{t+2}=x_{t+1}-\eta_{t+1} H_{t+1}^{-1} \nabla f\left(x_{t+1}\right)
$$

In other words, we have found a way to compute a matrix $H_{t+1}$, but we still need to invert it, just like Newton's method! If so, why don't we compute $\nabla^{2} f\left(x_{t+1}\right)$, which we know is optimal?

- BFGS method goes a bit further to handle this case: Instead of computing in the $H$ domain and then performing inversion, we define $B:=H^{-1}$, and we substitute that in the above expression:

$$
\begin{array}{ll}
\min _{B \succ 0} & \left\|B-B_{t}\right\|_{F}^{2} \\
\text { subject to } & B=B^{\top} \\
& \Delta x=B\left(\nabla f\left(x_{t+1}\right)-\nabla f\left(x_{t}\right)\right)
\end{array}
$$

I.e., we approximate the inverse directly so that $x_{t+1}=$ $x_{t}-\eta_{t} B_{t} \nabla f\left(x_{t}\right)!$

- But, how easy is it to solve the above problem? It turns out (remember that various matrices satisfy what we need) that the above problem has a closed-form solution:

$$
B_{t+1}=\left(I-\frac{s_{t} y_{t}^{\top}}{s_{t}^{\top} y_{t}}\right) B_{t}\left(I-\frac{y_{t} s_{t}^{\top}}{s_{t}^{\top} y_{t}}\right)+\frac{s_{t} s_{t}^{\top}}{s_{t}^{\top} y_{t}}
$$

where

$$
\begin{aligned}
& s_{t}:=\Delta x \\
& y_{t}:=\nabla f\left(x_{t+1}\right)-\nabla f\left(x_{t}\right)
\end{aligned}
$$

Remark 3. How do we initialize? In other words, how do we set $B_{0}$ ? Standard configurations assume $B_{0}=I$.

- What is the computational complexity of the above operations? First, observe that we have all the ingredients computed as if we were performing gradient descent: at the $t+1$ iteration, we have $\nabla f\left(x_{t}\right)$ and $\nabla f\left(x_{t+1}\right)$. Because we do matrix-matrix multiplication, this algorithm is still $O\left(n^{3}\right)$, the same asymptotic complexity as inverting the Hessian! However, we perform only inner and outer product operations, often much faster than computing the actual Hessian and inverting it (e.g., via SVD); the big-O notation hides this speedup in the constants it elides.
- The BFGS method achieves a convergence rate of

$$
\left\|x_{t+1}-x^{\star}\right\|_{2} \leq c_{t}\left\|x_{t}-x^{\star}\right\|_{2} \quad \text { where } c_{t} \rightarrow 0
$$

We call this a super-linear method. It is faster than sub-linear as the convergence constant shrinks with $t$ but still slower than the quadratic convergence given by actual second-order methods (e.g., Newton's method). Still, that's okay, given that BFGS is a method that uses only first-order information to approximate the second-order information!

The symmetric, rank-1 approximation, a.k.a. SR1/ The BFGS method described above does not assume anything about the function $f$ other than being differentiable. Thus, BFGS can be used both for convex and non-convex optimization, where we force the secant equation + positive definiteness to find the new preconditioner at each iteration. This means that we approximate the function $f$ per iteration with a second-order function that always looks upwards! In other words, we locally approximate $f$ with a "bowl" per iteration, even if $f$ initially might look locally as a saddle. While this never happens in the convex case (and thus BFGS sounds like a great choice when we minimize a convex function), there might be cases where we minimize a non-convex function, and it would be great to have different approaches to handle these cases.
This is where SR1 approximation could be handy. As its name indicates, the SR1 approximation approximates a pre-
conditioner matrix through successive rank-1 updates. In particular, if $H_{t}$ is the current approximation of second-order information, SR1 is based on the following approximation:

$$
H_{t+1}=H_{t}+\sigma v v^{\top}
$$

for some vector $v$ with appropriate dimensions, and $\sigma \in\{ \pm 1\}$. Key property is that such updates do not guarantee that the new approximation is positive definite, which could be a nice feature when we approximate non-convex functions.

Assuming the secant equation is satisfied, the combination of the two equations leads to the following update:

$$
B_{t+1}=B_{t}+\frac{\left(s_{t}-B_{t} y_{t}\right)\left(s_{t}-B_{t} y_{t}\right)^{\top}}{\left(s_{t}-B_{t} y_{t}\right)^{\top} y_{t}} .
$$

## Natural gradient: entering methodology in modern

 ML. Here, we will discuss the notion of natural gradient, relate it to the idea of Hessian in optimization, and set the scene for adaptive methods in training neural networks. To do so, we will need the following notions.Let $\theta \in \mathbb{R}^{p}$ denote a set of variables that are unknown to us and we want to estimate. Here, we will follow more of a probabilistic approach where given these parameters $\theta$, we observe $x \in \mathbb{R}^{d}$, according to the distribution $p(x \mid \theta)$. To give a concrete example, assume that $\theta$ models the space of human faces: then, given fixed $\theta:=\theta_{0}$, the probability of observing face \#1 over face \#2 could be:

$$
p\left(x_{1} \mid \theta=\theta_{0}\right)>p\left(x_{2} \mid \theta=\theta_{0}\right),
$$

while, for a different $\theta$ realization, $\theta:=\theta_{1}$, it might be:

$$
p\left(x_{1} \mid \theta=\theta_{1}\right)<p\left(x_{2} \mid \theta=\theta_{1}\right) .
$$

Now, assume that we have a data set $\left\{x_{i}\right\}_{i=1}^{n}$. One way to learn $\theta$ is through maximum log-likelihood: we define the log-likelihood as $\log p(x \mid \theta)$, and we are interested in:

$$
\widehat{\theta} \in \arg \max _{\theta \in \mathbb{R}^{p}}\left\{\mathcal{L}(\theta):=\mathbb{E}_{p(x \mid \theta)}[\log p(x \mid \theta)]\right\}
$$

Let us compute the gradient and the Hessian of this new function. For the gradient, we first compute:

$$
\nabla \log p(x \mid \theta)=\frac{1}{p(x \mid \theta)} \cdot \nabla p(x \mid \theta)
$$

and thus,

$$
\nabla \mathcal{L}(\theta)=\mathbb{E}_{p(x \mid \theta)}\left[\frac{1}{p(x \mid \theta)} \cdot \nabla p(x \mid \theta)\right] .
$$

For the Hessian, as the Jacobian of the gradient, we have:

$$
\begin{aligned}
H_{\log p(x \mid \theta)} & =\nabla\left(\frac{1}{p(x \mid \theta)} \cdot \nabla p(x \mid \theta)\right) \\
& =\frac{H_{p(x \mid \theta)} \cdot p(x \mid \theta)-\nabla p(x \mid \theta) \cdot \nabla p(x \mid \theta)^{\top}}{p(x \mid \theta) \cdot p(x \mid \theta)} \\
& =\frac{H_{p(x \mid \theta)}}{p(x \mid \theta)}-\left(\frac{\nabla p(x \mid \theta)}{p(x \mid \theta)}\right) \cdot\left(\frac{\nabla p(x \mid \theta)}{p(x \mid \theta)}\right)^{\top}
\end{aligned}
$$

where $H_{p(x \mid \theta)}$ is the Hessian with respect to $p(x \mid \theta)$. Computing the expectation with respect to $p(x \mid \theta)$, we have:

$$
\begin{aligned}
& \mathbb{E}_{p(x \mid \theta)}\left[H_{\log p(x \mid \theta)}\right] \\
& =\mathbb{E}_{p(x \mid \theta)}\left[\frac{H_{p(x \mid \theta)}}{p(x \mid \theta)}\right]-\mathbb{E}_{p(x \mid \theta)}\left[\left(\frac{\nabla p(x \mid \theta)}{p(x \mid \theta)}\right) \cdot\left(\frac{\nabla p(x \mid \theta)}{p(x \mid \theta)}\right)^{\top}\right] \\
& =\int \frac{H_{p(x \mid \theta)}}{p(x \mid \theta)} p(x \mid \theta) d x-\mathbb{E}_{p(x \mid \theta)}\left[\left(\frac{\nabla p(x \mid \theta)}{p(x \mid \theta)}\right) \cdot\left(\frac{\nabla p(x \mid \theta)}{p(x \mid \theta)}\right)^{\top}\right]
\end{aligned}
$$

Before we proceed, observe that:

$$
\begin{aligned}
& \int \frac{H_{p(x \mid \theta)}}{p(x \mid \theta)} p(x \mid \theta) d x \equiv \int \nabla\left(\frac{1}{p(x \mid \theta)} \cdot \nabla p(x \mid \theta)\right) \cdot p(x \mid \theta) d x \\
&=\int \nabla\left(\frac{1}{p(x \mid \theta)} \cdot \nabla p(x \mid \theta) \cdot p(x \mid \theta)\right) d x \\
&=\int \nabla^{2}(p(x \mid \theta)) d x \\
& \text { (mild assumptions) } \nabla^{2}\left(\int p(x \mid \theta) d x\right)=\nabla^{2}(1)=0
\end{aligned}
$$

Thus,

$$
\mathbb{E}_{p(x \mid \theta)}\left[H_{\log p(x \mid \theta)}\right]=-\mathbb{E}_{p(x \mid \theta)}\left[\left(\frac{\nabla p(x \mid \theta)}{p(x \mid \theta)}\right) \cdot\left(\frac{\nabla p(x \mid \theta)}{p(x \mid \theta)}\right)^{\top}\right]
$$

where the quantity on the right hand side is the Fisher information, usually denoted with $F$. We can see the Fisher information as a measure of curvature for the log-likelihood function.

But how will we use this information in optimization? One can think of the immediate application of $F$ as a replacement for Hessian in second-order methods. Nevertheless, it is not apparent why and under which settings.

One key difference so far in our narrative is the introduction of a probability distribution $p(x \mid \theta)$. In our course thus far, we have discussed about deterministic optimization: We are given an objective $f(x)$ that is usually differentiable, and we try to find the minimum/maximum. However, "under the rag", we have implied that any step we perform will be measured in the Euclidean space. To see this, assume that $\mathcal{L}(\theta)$ denotes the negative log-likelihood we want to minimize. Gradient descent is one way: we compute the direction $d$ on the parameter space $\theta$ that minimizes the objective. Formally, we can find that the best direction is the negative gradient:

$$
\lim _{\epsilon \rightarrow 0}\left(\frac{1}{\epsilon} \arg \min _{\|d\| \leq \epsilon} \mathcal{L}(\theta+d)\right)=-\frac{\nabla \mathcal{L}(\theta)}{\|\nabla \mathcal{L}(\theta)\|_{2}}
$$

i.e., the direction (that is why we have normalization; we care about the direction, not how far we go on this direction) of minimum drop on $\mathcal{L}(\cdot)$ is the negative gradient.
By definition of this steepest descent direction, though, we use the Euclidean norm. Thus, the optimization in gradient descent depends on the Euclidean geometry of the parameter space.

Though we have introduced the notion of likelihoods and expectations, stated differently, we have different objectives by minimizing the negative log-likelihood loss function, and it is natural to think of steps in the space of all possible likelihood, realizable by parameter $\theta$.

The Kullback-Leibler divergence. First, we need to define the notion of the Kullback-Leibler (KL) divergence metric.
Def inition 28. (Kullback-Leibler divergence) Let $p_{1}(\cdot), \quad p_{2}(\cdot)$ be two distributions. Then, the KL divergence is given by:

$$
D_{K L}\left(p_{1}(\cdot) \| p_{2}(\cdot)\right)=\mathbb{E}_{p_{1}(\cdot)}\left[\log \frac{p_{1}(\cdot)}{p_{2}(\cdot)}\right]
$$

Remark 4. Intuitively, the KL-divergence measures the "closeness" of two distributions. A little more rigorously, the KLdivergence is closely related to information theory; indeed, it is precisely the relative entropy between distributions $p(\cdot)$ and $q(\cdot)$. Under this lens, another interpretation of the metric is the information we gain when using $p(\cdot)$ instead of $q(\cdot)$.

Remark 5. The KL-divergence "metric" is not a valid distance metric in the measure-theoretic sense, as it is not symmetric nor satisfies the triangle inequality.

To give an example, consider two Gaussians, with their means fixed in the two plots to follow (Figure 36; borrowed from https://wiseodd.github.io/techblog/2018/ 03/14/natural-gradient), but with different variances.


Fig. 36. Graphical illustration of distance metrics between distributions.

If we were to use the Euclidean distance between the means as a metric between the two distributions, it is clear that the metric would be the same between the two cases: since the means remain the same, their $\ell_{2}$-norm distance is the same. Nevertheless, the distributions in these two plots are different; thus, we should find a metric that mirrors this in its definition.
Properties of the KL divergence: Observe that the KL divergence, by definition, satisfies:

$$
\begin{aligned}
D_{\mathrm{KL}}\left(p_{1}(\cdot) \| p_{2}(\cdot)\right) & =\mathbb{E}_{p_{1}(\cdot)}\left[\log \frac{p_{1}(\cdot)}{p_{2}(\cdot)}\right] \\
& =\mathbb{E}_{p_{1}(\cdot)}\left[\log p_{1}(\cdot)\right]-\mathbb{E}_{p_{1}(\cdot)}\left[\log p_{2}(\cdot)\right] .
\end{aligned}
$$

To help our discussion and make connections with our problem so far, we use $p_{1}(\cdot)=p(x \mid \theta)$ and $p_{2}(\cdot)=p\left(x \mid \theta^{\prime}\right)$. Then, the gradient of KL with respect to $\theta^{\prime}$ satisfies:

$$
\begin{aligned}
& \nabla_{\theta^{\prime}}\left(D_{\mathrm{KL}}\left(p(x \mid \theta) \| p\left(x \mid \theta^{\prime}\right)\right)\right) \\
& =\nabla_{\theta^{\prime}} \mathbb{E}_{p(x \mid \theta)}[\log p(x \mid \theta)]-\nabla_{\theta^{\prime}} \mathbb{E}_{p(x \mid \theta)}\left[\log p\left(x \mid \theta^{\prime}\right)\right] \\
& =-\mathbb{E}_{p(x \mid \theta)}\left[\nabla_{\theta^{\prime}} \log p\left(x \mid \theta^{\prime}\right)\right] \\
& =-\int p(x \mid \theta) \nabla_{\theta^{\prime}} \log p\left(x \mid \theta^{\prime}\right) \mathrm{d} x
\end{aligned}
$$

and the second derivative satisfies:

$$
\nabla_{\theta^{\prime}}^{2}\left(D_{\mathrm{KL}}\left(p(x \mid \theta) \| p\left(x \mid \theta^{\prime}\right)\right)\right)=-\int p(x \mid \theta) \nabla_{\theta^{\prime}}^{2} \log p\left(x \mid \theta^{\prime}\right) \mathrm{d} x
$$

Then, the Hessian evaluated at $\theta^{\prime}=\theta$ is:

$$
\begin{aligned}
\mathrm{H}_{\mathrm{K}_{\mathrm{KL}}\left(p(x \mid \theta) \| p\left(x \mid \theta^{\prime}\right)\right)} & =-\left.\int p(x \mid \theta) \nabla_{\theta^{\prime}}^{2} \log p\left(x \mid \theta^{\prime}\right)\right|_{\theta^{\prime}=\theta} \mathrm{d} x \\
& =-\int p(x \mid \theta) \mathrm{H}_{\log p(x \mid \theta)} \mathrm{d} x \\
& =-\underset{p(x \mid \theta)}{\mathbb{E}}\left[\mathrm{H}_{\log p(x \mid \theta)}\right] \\
& =F,
\end{aligned}
$$

which is what we have shown above; i.e., the expected Hessian of the $\log$ function is the Fisher information matrix.

2nd-oder Taylor expansion of KL divergence and natural gradient: Let us now connect the dots. Following similar reasoning to classical optimization, given an objective function, we can locally approximate the objective with its second-order Taylor approximation (which involves both the gradient and the Hessian information) and then locally minimize that approximation; then, we iterate.

The second-order approximation of the KL divergence metric satisfies:

$$
\begin{aligned}
& D_{\mathrm{KL}}(p(x \mid \theta) \| p(x \mid \theta+d)) \\
& \approx D_{\mathrm{KL}}(p(x \mid \theta) \| p(x \mid \theta))+\left\langle\nabla D_{\mathrm{KL}}(p(x \mid \theta) \| p(x \mid \theta)), d\right\rangle+\frac{1}{2}\langle F d, d\rangle \\
& =\frac{1}{2}\langle F d, d\rangle .
\end{aligned}
$$

Similar to the Euclidean case, we seek an update vector $d$ that minimizes the loss function $\mathcal{L}(\theta)$ in the distribution space. Analogously to steepest descent:

$$
d^{\star}=\operatorname{argmin}_{D_{\mathrm{KL}}(p(x \mid \theta) \| p(x \mid \theta+d))=c} \mathcal{L}(\theta+d),
$$

where $c$ is some constant. Compare this with the Euclidean case where:

$$
d^{\star}=\operatorname{argmin}_{\|d\|_{2} \leq \epsilon} \mathcal{L}(\theta+d) .
$$

The purpose of fixing the KL-divergence to some constant is to ensure that we move along the space of distributions with constant speed, regardless of the curvature.
How do we solve this part? If we write the above minimization in Lagrangian form, we get:

$$
\begin{aligned}
d^{\star} & =\arg \min _{d}\left\{\mathcal{L}(\theta+d)+\lambda \cdot\left(D_{\mathrm{KL}}(p(x \mid \theta) \| p(x \mid \theta+d))-c\right)\right\} \\
& \approx \arg \min _{d}\left\{\mathcal{L}(\theta)+\langle\nabla \mathcal{L}(\theta), d\rangle+\frac{1}{2} \lambda\langle F d, d\rangle-\lambda c\right\} .
\end{aligned}
$$

To solve this minimization, we set its derivative with respect to $d$ to zero; this will lead to the solution:

$$
d=-\frac{1}{\lambda} F^{-1} \nabla \mathcal{L}(\theta) .
$$

The above leads to the definition of the natural gradient descent method:

## - Repeat:

1. Compute the gradient $\nabla \mathcal{L}\left(\theta_{t}\right)$.
2. Compute the Fisher information matrix $F_{t}$.
3. Compute the natural gradient direction: $d_{t}=F_{t}^{-1} \nabla \mathcal{L}\left(\theta_{t}\right)$.
4. For a step size $\eta$, compute $\theta_{t+1}=\theta_{t}-\eta d_{t}$.

## Take-away messages:

- The natural gradient descent is a generalization of Newton's method, as there are cases where we can obtain Newton's iteration from the natural gradient descent.
- Remember that, after all, the Fisher information matrix is computed per iteration and inverted. It turns out that on expectation, it corresponds to the expected Hessian of the objective.
- How do we implement the natural gradient method in reality? Remember the definition of the Fisher information:

$$
F=-\underset{p(x \mid \theta)}{\mathbb{E}}\left[H_{\log p(x \mid \theta)}\right] .
$$

In realistic scenarios, we do not have access to the distribution $p(x \mid \theta)$ but rather have data from that distribution. In that case, we refer to the empirical Fisher information matrix, defined as:

$$
F=\frac{1}{n} \sum_{i=1}^{n} \nabla \log p\left(x_{i} \mid \theta\right) \cdot \nabla \log p\left(x_{i} \mid \theta\right)^{\top}
$$

where $\left\{x_{i}\right\}_{i=1}^{n}$ denote the training set of examples. In that case, the main recursion of natural gradient descent becomes:
$\theta_{t+1}=\theta_{t}-\eta\left(\frac{1}{n} \sum_{i=1}^{n} \nabla \log p\left(x_{i} \mid \theta_{t}\right) \cdot \nabla \log p\left(x_{i} \mid \theta_{t}\right)^{\top}\right)^{-1} \cdot \nabla \widehat{\mathcal{L}}\left(\theta_{t}\right)$,
where also the objective and its gradient are evaluated in their empirical form:

$$
\nabla \widehat{\mathcal{L}}\left(\theta_{t}\right):=\frac{1}{n} \sum_{i=1}^{n} \nabla \log p\left(x_{i} \mid \theta_{t}\right) .
$$

- The main reason we studied natural gradient descent is to motivate our discussion later on regarding algorithms in training neural networks. The empirical Fisher information matrix appears in almost all modern algorithms in ML, usually further approximated to be easily computed (e.g., one way to get around computing the exact empirical Fisher information matrix is to constrain it to be a diagonal matrix, a technique that is heavily used in algorithms such as AdaGrad, AdaDelta, RMSprop, Adam, AMSGrad, Yogi, etc. In other words, it is the most used algorithm in neural network training).

Zeroth order methods, a.k.a. derivative-free methods. Until now, we have only analyzed algorithms adhering to the "black-box" optimization model, where we have some local oracle $O$ that we rely on for information at each update step. In this chapter, we looked at oracles providing us $H_{t}=\nabla^{2} f\left(x_{t}\right)$, either by directly computing it (Newton's method) or approximating it (quasi-Newton methods).

We now briefly turn to a class of algorithms with barely any oracle: we are only allowed a zeroth-order oracle. In other words, given a query point $x$, we can only query $f(x)$ from the oracle; we cannot access gradients or other higher-order information. Optimization problems fitting this criterion arise incredibly commonly in practice: perhaps our objective function is not differentiable, or we have no way of characterizing it in an analytical form (and thus cannot compute higher-order information analytically), or it is simply too computationally expensive to compute gradients. In these cases, we still must find a way to guarantee convergence using our limited zerothorder oracle. Some examples of zeroth-order optimization algorithms are the bisection method, genetic algorithms, simulated annealing, Metropolis methods, etc.

So, how do we even start with such little information to work with? As before, calculus comes to the rescue yet again. Recall the definition of the derivative:

$$
f^{\prime}(x)=\lim _{h \rightarrow 0} \frac{f(x+h)-f(x)}{h}
$$

A natural approximation arises from the definition, for some $\epsilon \ll 1$ :

$$
f^{\prime}(x) \approx \frac{f(x+\epsilon)-f(x)}{\epsilon}
$$

So, we can approximate the derivative using just the function itself! This realization forms the core of the finite differences method.
Def inition 29. (Finite differences method) For $x_{t} \in \mathbb{R}^{p}$, we update each iteration of via the rule

$$
x_{t+1}=x_{t}-\eta_{t}\left(\frac{f\left(x_{t}+\mu_{t} u\right)-f\left(x_{t}\right)}{\mu_{t}}\right) \cdot u
$$

Application: Adversarial examples in neural net training. Searching for generalizable models is a holy grail topic in modern-day machine learning research. Unfortunately, we still have a long way to go - despite many recent advances in neural net architecture and algorithms, they still fail to generalize flexibly to examples one would intuitively "expect" an ideal, generalized model to classify accurately. As a damning example of this claim, we briefly investigate the idea of adversarial examples.

The idea of adversarial examples is as follows: if you take a valid input but then do a small perturbation, the classically trained neural net models will suddenly go nuts and no longer give the correct answer.

More specifically, given a valid input $x$, we can create an adversarial example $x_{\text {adv }}$ by the update rule

$$
x_{\mathrm{adv}}=x+\epsilon \cdot \operatorname{sign}\left(\nabla f\left(x, y_{\text {true }}\right)\right)
$$



Fig. 37. An illustration of how an adversarial perturbation can lead to misclassification.

Intuitively, one can read this as the adversary is looking to move the input in directions away from the optimal minimum. The problem we are trying to solve now is to defend against a series of adversarial attacks. In other words, we wish to make our model robust against maliciously crafted input. One such defense mechanism is to "obfuscate" the gradient information. In other words, we prevent access to the black box (e.g., the back-propagation gradient computation).

However, the forward operations remain intact, so the function evaluations are usually computed. Then, given this, we can do the finite differences method as an attacker to approximate the gradient and still do our attack normally. This is the basis of the SPSA attack (Simultaneous Perturbation Stochastic Approximation).
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