## Chapter 8

In this chapter, we discuss the problem of sparse model selection, i.e., how to perform optimization when the desired/unknown model is constrained by sparsity. While the problem has natural convex translations, we study the iterative hard thresholding (IHT) algorithm and prove its performance results.

Sparse model selection Iterative hard thresholding
Over the run of this course, we have mostly been discussing problems of the form:

$$
\min _{x \in \mathcal{C} \subseteq \mathbb{R}^{p}} f(x)
$$

where $f(\cdot)$ represents a convex objective, and $x \in \mathcal{C}$ represents some constraint. In this lecture, we will be discussing a case in which $\mathcal{C} \subseteq \mathbb{R}^{p}$ is not a convex constraint, namely when it is the requirement that $x$ be $k$-sparse. To think about this problem, let us introduce its simplest non-trivial version of this problem: the sparse linear regression problem, defined as follows:

$$
\begin{array}{ll}
\underset{x \in \mathbb{R}^{p}}{\operatorname{minimize}} & \frac{1}{2}\|y-A x\|_{2}^{2} \\
\text { subject to } & \|x\|_{0} \leq k
\end{array}
$$

Here, $A \in \mathbb{R}^{n \times p}$ and $y \in \mathbb{R}^{n}$. Linear regression problems can have a "teacher" generative model assumption where $y=A x^{\star}+$ noise, where $x^{\star}$ is the unknown $k$-sparse signal we look for. This problem is interesting when we restrict that $n \ll p$; i.e., the problem is ill-posed, and classical linear algebra solvers on sets of linear equations do not necessarily recover $x^{\star}$.
Let us first discuss some procedures that deal with this problem.

- The above problem is non-convex: the inclusion of the $\ell_{0}$ pseudonorm makes the problem non-convex. Classical approaches include convexification: the tightest convex relaxation of the $\ell_{0}$-pseudonorm is that of the $\ell_{1}$-norm (assuming bounded energy on the initial non-convex set). This leads to the re-definition of the problem as:

$$
\begin{array}{ll}
\underset{x \in \mathbb{R}^{P}}{\operatorname{minimize}} & \frac{1}{2}\|y-A x\|_{2}^{2} \\
\text { subject to } & \|x\|_{1} \leq \lambda .
\end{array}
$$

There is long-listed literature on this subject [54-57]; e.g., look into the Rice DSP list of compressed sensing papers (https://dsp.rice.edu/cs/). One caveat of this approach is that the $\lambda$ hyperparameter/regularization parameter is not intuitive to be set up correctly (while sparsity $k$ is easier to set up).

- An alternative formulation uses the notion of proximal operators and proximal gradient descent:

$$
\underset{x \in \mathbb{R}^{p}}{\operatorname{minimize}} \quad \frac{1}{2}\|y-A x\|_{2}^{2}+\rho\|x\|_{1}
$$

This formulation "moves" the convex $\ell_{1}$-norm constraint into the objective and uses the following update rule

$$
x_{t+1}=\operatorname{Prox}_{\rho\|\cdot\|_{1}}\left(x_{t}-\eta \nabla f\left(x_{t}\right)\right) .
$$

The $\ell_{1}$-norm in the objective "biases" the solution towards sparsity (could be seen as an approximation to the exact $\ell_{1}$-norm projection). Like the case above, selecting the $\rho$ value to achieve good performance is unclear.

- Finally, one could keep the non-convexity and use nonconvex projected gradient descent. This leads to

$$
x_{t+1}=\mathcal{H}_{k}\left(x_{t}-\eta \nabla f\left(x_{t}\right)\right) .
$$

This is perhaps somewhat like sorting the input concerning magnitude and selecting the $k$ largest ones. Similarly to the above cases, it is not trivial to set up $k$; yet, in many cases, choosing $k$ is more intuitive (remember, this is an integer value) than selecting a continuous-valued regularization parameter like $\lambda$ and $\rho$.

The $\ell_{0}$-pseudonorm generally introduces hardness in the problem definition since it suggests we solve the problem in a combinatorial way. We are looking for the active support set with $k$ elements and the values for the corresponding active entries. If we try to select the $k$ size subsets from $p$, we experience a combinatorial explosion. However, the key to focus on here is the word "in general": This chapter will focus on problem cases where randomness is enough to lead to an exception to this rule and admit polynomial complexity.
For this chapter, we will mostly focus on the iterative hard thresholding algorithm [58-67] or, IHT for short. In IHT, we have:

$$
x_{t+1}=H_{k}\left(x_{t}-\eta \nabla f\left(x_{t}\right)\right),
$$

where

$$
H_{k}(z)=\underset{\left\|x_{0}\right\| \leq k}{\operatorname{argmin}}\|x-z\|_{2}^{2} .
$$

Before continuing the discussion on this algorithm, let us first get a sense of what the hyperparameters we are dealing with are:

- Starting point $x_{0}$;
- Step size selection $\eta$;
- Sparsity level choice $k$.

For a second, let's imagine that we were dealing with the simple case of $A=I$, i.e., $A$ is the identity matrix in $\mathbb{R}^{p \times p}$. Note that this is an oversimplification of the problem: in this case, $n=p$ by definition of the identity matrix. Then, we would end up with a new problem formulation:

$$
\begin{array}{ll}
\underset{x \in \mathbb{R}^{p}}{\operatorname{minimize}} & f(x)=\|y-x\|_{2}^{2} \\
\text { subject to } & \|x\|_{0} \leq k .
\end{array}
$$

We have seen this problem before in an earlier homework as-signment-. This is not difficult to solve. In this scenario, the problem is the simple projection step $H_{k}(\cdot)$ as defined above. What this problem reformulation tells is the following: given enough data $y$ (in this particular case, also non-perturbed data since we do not observe $y=A x^{\star}$, but $y=x^{\star}$ ), the problem is easy to solve in closed form solution, even if the problem involves a combinatorially-hard operation; that of a sparse projection. I.e., we know that $H_{k}(\cdot)$ introduces some complexity to the overall problem, but there are cases where this does not always create issues.

Isometry and restricted isometries.. Where we should direct our attention is when one deviates from $A=I$ and starts $i)$ perturbing the measurements as in $y=A x^{\star}$, and $i i$ ) even more importantly, what happens when $n \ll p$, i.e., we do not have enough measurements to solve the problem with a matrix inversion.
Focus on the following expression - it always holds for $x_{1}, x_{2} \in \mathbb{R}^{p}$ and for all $\delta \in[0,1)$ :

$$
(1-\delta)\left\|x_{1}-x_{2}\right\|_{2}^{2} \leq\left\|I\left(x_{1}-x_{2}\right)\right\|_{2}^{2} \leq(1+\delta)\left\|x_{1}-x_{2}\right\|_{2}^{2}
$$

The inequalities above hold with equality for $\delta=0$. What is the purpose of these inequalities? They show how much the geometry of the vector $x_{1}-x_{2}$ changes when someone applies the operator I on the vector $x_{1}-x_{2}$. To see this clearly, the left and right-hand sides of the above expressions indicate by how much "energy" we deviate from the true image $x_{1}-x_{2}$ (when $\delta>0$ ) when we apply $x_{1}-x_{2}$ on $I$. For this toy example, of course, as we mentioned above, we do not lose anything: the above expressions hold with equality for $\delta=0$.
The above lead to the notion of isometry: Intuitively, this means that the matrix $I$ does not perturb the distance between $x_{1}$ and $x_{2}$ too much, in the sense that the resulting image $I\left(x_{1}-x_{2}\right)$ is identical to that of $x_{1}-x_{2}$. The question becomes interesting when one deviates from $I$; e.g., under which conditions do the above expressions hold for some $A$ matrix and some $\delta$ ? Also, does this hold for any vectors $x_{1}, x_{2}$, or should they satisfy some constraints?
The above leads us to the definition of the restricted isometry property for sparse vectors.

Def inition 31. (Restricted Isometry Property (RIP) [68]) A matrix $A \in \mathbb{R}^{n \times p}$ where $n \leq p$ satisfies the RIP with constant $\delta_{k} \in(0,1)$ if and only if:

$$
\left(1-\delta_{k}\right)\|x\|_{2}^{2} \leq\|A x\|_{2}^{2} \leq\left(1+\delta_{k}\right)\|x\|_{2}^{2},
$$

$\forall x \in \mathbb{R}^{p}$ such that $\|x\|_{0} \leq k$.
In the literature, other properties like null space and eigenvalues are considered. Still, for this lecture, we will focus on the restricted isometry property (henceforth RIP) and the analysis we can do based on this. Note that verifying if a matrix satisfies the RIP is NP-hard. Therefore, let us take for granted that we have such a matrix and now attempt to prove convergence given this restriction; later in the chapter, we will provide proof that this holds a high probability for general classes of random matrices.
The geometric interpretation of RIP matrices lies in the following two key observations: $i$ ) one difficulty for a matrix $A$ to satisfy RIP is the fact that $A$ might be adversarially picked such that there is no small constant $\delta$ that satisfies these two inequalities; $i i$ ) More importantly, even if $A$ is "nice" enough, it might be the case that the rows of $A, n$ are so much smaller than the dimension $p$. In other words, $A$ "squeezes" the information/"energy" in $x$ when one applies $A x$, making it hard to guarantee that the energy $\|A x\|_{2}$ will be comparable to that of the original $\|x\|_{2}$ for a small $\delta$. What RIP guarantees is that there might exist matrices $A$ that preserve the "energy" (i.e., distances) of high dimensional vectors $x \in \mathbb{R}^{p}$, when "projected" onto lower-dimensional subspaces $\mathbb{R}^{n}$, such that $n \ll p$, when $x$ satisfy some exciting properties (here, sparsity).

Convergence proof of non-convex IHT algorithm. We will assume that $A \in \mathbb{R}^{n \times p}$ satisfies the RIP for some $n \ll p$. To set up the background, we remind that we consider the following problem:

$$
\begin{array}{ll}
\underset{x \in \mathbb{R}^{p}}{\operatorname{minimize}} & f(x):=\frac{1}{2}\|y-A x\|_{2}^{2} \\
\text { subject to } & \|x\|_{0} \leq k
\end{array}
$$

The IHT algorithm solves this problem with the following gradient-based recursion:

$$
x_{t+1}=H_{k}\left(x_{t}-\eta \nabla f\left(x_{t}\right)\right) .
$$

This is nothing else but projected gradient descent, but the projection step is non-convex. Thus, any arguments originating from convex analysis breaks (see Chapter 3). Consider the
following example: we will try to prove whether the fact

$$
\left\|H_{k}\left(x_{1}\right)-H_{k}\left(x_{2}\right)\right\|_{2} \leq\left\|x_{1}-x_{2}\right\|_{2}
$$

holds, which is one of the fundamental properties of projections onto convex sets. Here, we prove that this is not true anymore. Consider the following two vectors:

$$
x_{1}=\left[\begin{array}{c}
1 \\
10
\end{array}\right], \quad x_{2}=\left[\begin{array}{c}
10 \\
1
\end{array}\right]
$$

Consider the case of $k=1$. We could use the analysis of convex projected gradient descent if we could have:

$$
\begin{aligned}
&\left\|H_{1}\left(x_{1}\right)-H_{1}\left(x_{2}\right)\right\|_{2} \leq\left\|x_{1}-x_{2}\right\|_{2} \Rightarrow \\
&\left\|H_{1}\left(\left[\begin{array}{c}
1 \\
10
\end{array}\right]\right)-H_{1}\left(\left[\begin{array}{c}
10 \\
1
\end{array}\right]\right)\right\|_{2} \leq\left\|\left[\begin{array}{c}
1 \\
10
\end{array}\right]-\left[\begin{array}{c}
10 \\
1
\end{array}\right]\right\|_{2} \Rightarrow \\
&\left\|\left[\begin{array}{c}
0 \\
10
\end{array}\right]-\left[\begin{array}{c}
10 \\
0
\end{array}\right]\right\|_{2} \leq\left\|\left[\begin{array}{c}
1 \\
10
\end{array}\right]-\left[\begin{array}{c}
10 \\
1
\end{array}\right]\right\|_{2} \Rightarrow \\
& 10 \sqrt{2} \leq 9 \sqrt{2},
\end{aligned}
$$

which is not true; thus, we cannot use this property.
We will start by recalling some relevant details to the proof. For the linear regression problem, the gradient of the function satisfies:

$$
\nabla f\left(x_{t}\right)=-A^{\top}\left(y-A x_{t}\right)
$$

Therefore, the IHT recursion for this particular problem can be simplified into:

$$
x_{t+1}=H_{k}\left(x_{t}+\eta A^{\top}\left(y-A x_{t}\right)\right)
$$

We will assume that we know $k=\left\|x^{\star}\right\|_{0}$. Also, for the moment, assume $\eta=1$; this assumption will be broken in other variants of IHT. ${ }^{13}$
But, even if the projection is non-convex, what can we say about our projection? Denote $\tilde{x}_{t}=x_{t}+A^{\top}\left(y-A x_{t}\right)$. Also, we know that $x_{t+1}=H_{k}\left(\tilde{x}_{t}\right)$, i.e., $x_{t+1}$ is the best $k$-sparse projection of $\tilde{x}_{t}$, based on the $\ell_{2}$-norm distance. With this notation, this implies:

$$
\begin{gathered}
\left\|x_{t+1}-\tilde{x}_{t}\right\|_{2}^{2} \leq\left\|x^{\star}-\tilde{x}_{t}\right\|_{2}^{2} \Rightarrow \\
\left\|\left(x_{t+1}-x^{\star}\right)+\left(x^{\star}-\tilde{x}_{t}\right)_{2}^{2}\right\| \leq\left\|x^{\star}-\tilde{x}_{t}\right\|_{2}^{2} \Rightarrow \\
\left\|x_{t+1}-x^{\star}\right\|_{2}^{2}+\left\|x^{\star}-\tilde{x}_{t}\right\|_{2}^{2}+2\left\langle x_{t+1}-x^{\star}, x^{\star}-\tilde{x}_{t}\right\rangle \leq\left\|x^{\star}-\tilde{x}_{t}\right\|_{2}^{2} \Rightarrow \\
\left\|x_{t+1}-x^{\star}\right\|_{2}^{2} \leq 2\left\langle x_{t+1}-x^{\star}, x^{\star}-\tilde{x}_{t}\right\rangle
\end{gathered}
$$

Now, we have an expression that includes $\left\|x_{t+1}-x^{\star}\right\|_{2}^{2}$ on the left-hand side and an inner product that involves (as we will see) $x_{t}$ and $x^{\star}$ on the right-hand side. To proceed, we will define $\mathcal{U}:=\operatorname{supp}\left(x_{t}\right) \cup \operatorname{supp}\left(x_{t+1}\right) \cup \operatorname{supp}\left(x^{\star}\right)$, where $\operatorname{supp}(\cdot)$ is the support function that, given an argument vector, returns the index set of non-zero elements. In words, the set $\mathcal{U}$ contains the union of the support set of the vectors $x_{t}, x_{t+1}$, as well as the optimal set $x^{\star}$ (we will not use any information of the index set of $x^{\star}$ in the proof, just the fact that it is a $k$-sparse set).
Since by definition $y=A x^{\star}$ and the fact that $\tilde{x}_{t}=x_{t}+$ $A^{\top}\left(y-A x_{t}\right)$, we have:

$$
\begin{aligned}
\tilde{x}_{t}=x_{t}+A^{\top}\left(y-A x_{t}\right) & =x_{t}+A^{\top}\left(A x^{\star}-A x_{t}\right) \\
& =x_{t}+A^{\top} A\left(x^{\star}-x_{t}\right) .
\end{aligned}
$$
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## Radius $r$ ball in $\ell_{q}$-norm: $\quad \mathcal{B}_{q}(r)=\left\{\mathbf{x} \in \mathbb{R}^{p}:\|\mathbf{x}\|_{q} \leq r\right\}$
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Fig. 47. 2 D and 3 D representations of some unit norms, both convex and non-convex. The $\ell_{0}$-pseudonorm represents the hyperplanes that span the coordinate system, based on the level of sparsity $k$.

We will use this definition of $\tilde{x}_{t}$ in the inequality above. In particular, we have:

$$
\begin{aligned}
\| x_{t+1} & -x^{\star} \|_{2}^{2} \\
& \leq 2\left\langle x_{t+1}-x^{\star}, x_{t}+A^{\top} A\left(x^{\star}-x_{t}\right)-x^{\star}\right\rangle
\end{aligned}
$$

where the RHS equals to:

$$
2\left\langle x_{t+1}-x^{\star},\left(I-A_{\mathcal{U}}^{\top} A_{\mathcal{U}}\right) \cdot\left(x_{t}-x^{\star}\right)\right\rangle .
$$

Here, $A_{\mathcal{U}}$ indicates the matrix $A$ with only columns restricted and indexed by the set $\mathcal{U}$. This selection is based on a key product of the inner product operator to note:

$$
\left\langle x, A^{\top} y\right\rangle=x^{\top} A^{\top} y=(A x)^{\top} y=\langle A x, y\rangle
$$

I.e., in the quadratic form, the matrix could be "moved" to be applied both on the left and right-hand side of the operator $\langle\cdot, \cdot\rangle$. This means that we can safely restrict the active columns of $A$ on the union of the support set of the vectors $x_{t+1}-x^{\star}$ and $x_{t}-x^{\star}$, which are subsets of the superset $\mathcal{U}$.

For the main term in our recursion, we have:

$$
\begin{aligned}
\left\langle x_{t+1}-x^{\star},\right. & \left.\left(I-A_{\mathcal{U}}^{\top} A_{\mathcal{U}}\right)\left(x_{t}-x^{\star}\right)\right\rangle \\
& \leq\left\|x_{t+1}-x^{\star}\right\|_{2} \cdot\left\|\left(I-A_{\mathcal{U}}^{\top} A_{\mathcal{U}}\right)\left(x_{t}-x^{\star}\right)\right\|_{2} \\
& \leq\left\|x_{t+1}-x^{\star}\right\|_{2} \cdot\left\|I-A_{\mathcal{U}}^{\top} A_{\mathcal{U}}\right\|_{2} \cdot\left\|x_{t}-x^{\star}\right\|_{2}
\end{aligned}
$$

where, again, we use Cauchy-Schwartz inequality, and by using the RIP bounds, we can show that:

$$
\left\|I-A_{\mathcal{U}}^{\top} A_{\mathcal{U}}\right\|_{2} \leq \max \left\{\left(1+\delta_{k}\right)-1,1-\left(1-\delta_{k}\right)\right\}=\delta_{k}
$$

Using the above in our main expression, we obtain:

$$
\begin{aligned}
& \left\|x_{t+1}-x^{\star}\right\|_{2}^{2} \leq 2 \delta_{k}\left\|x_{t+1}-x^{\star}\right\|_{2} \cdot\left\|x_{t}-x^{\star}\right\|_{2} \Longrightarrow \\
& \left\|x_{t+1}-x^{\star}\right\|_{2} \leq 2 \delta_{k}\left\|x_{t}-x^{\star}\right\|
\end{aligned}
$$

Let us define $\rho:=2 \delta_{k}$. One logical expectation for convergence is to assume/require $\rho<1$, which further assumes $\delta_{k} \leq \frac{1}{2}$. (Later on, we will see how the $\delta_{k}$ requirements affect the number of measurements $n$ the matrix A should have to guarantee this convergence, thus the $x^{\star}$ recovery).

In what follows, we will unroll our main recursion over $t$ iterations to obtain the following:

$$
\begin{aligned}
\left\|x_{t+1}-x^{\star}\right\|_{2} & \leq \rho \cdot\left\|x_{t}-x^{\star}\right\|_{2} \\
& \leq \rho^{t} \cdot\left\|x_{0}-x^{\star}\right\|_{2}
\end{aligned}
$$

based on $\rho<1$. To conclude, this implies that we can obtain $\left\|x_{t+1}-x^{\star}\right\|_{2} \leq \varepsilon$ by running IHT for $O\left(\log \frac{\left\|x_{0}-x^{\star}\right\|_{2}}{\varepsilon}\right)$ iterations.

Step size based on convex optimization analysis. In the analysis above, we have used the fact that $\eta=1$. Yet, this selection does not work well in practice (as we can see in the Demo file of this chapter). This behavior is because, often in practice, the symmetry in the RIP condition is not always satisfied. I.e., bounds:

$$
\left(1-\delta_{k}\right)\|x\|_{2}^{2} \leq\|A x\|_{2}^{2} \leq\left(1+\delta_{k}\right)\|x\|_{2}^{2}
$$

are not "centered". More specifically, there might be some lower and upper bound constants, $\mu_{k}$ and $L_{k}{ }^{14}$, such that we still have:

$$
\mu_{k}\|x\|_{2}^{2} \leq\|A x\|_{2}^{2} \leq L_{k}\|x\|_{2}^{2}
$$

Can we pick a new step size based on the RIP property?
It is not hard to show that these lower and upper bound constants are the minimum and maximum eigenvalues of the Hessian matrix when one is restricted to sparse signals. I.e., one can use $\left(\mu_{k}, L_{k}\right)$, if known, to apply step size selection techniques, like the ones we used in convex optimization. E.g.,

[^1]- In Convex Optimization, $\eta=\frac{1}{L}$ works well (where $L$ is the Lipschitz constant of the objective function). $L$ is also the upper bound on the eigenvalues of the Hessian of the function.
- In our case, we have $L_{k}$ (but assumed known for now). In the symmetric version of RIP, $L_{k}=\left(1+\delta_{k}\right)$.
Let us drive a deeper connection between the above notions. By definition of $f(\cdot)$, for $x_{1}, x_{2}$ that are $k$-sparse, and using the definition of the $L$-Lipschitzness, we have:

$$
\begin{aligned}
\left\|\nabla f\left(x_{1}\right)-\nabla f\left(x_{2}\right)\right\|_{2} & =\left\|-A^{\top}\left(y-A x_{1}\right)+A^{\top}\left(y-A x_{2}\right)\right\|_{2} \\
& =\left\|A^{\top} A\left(x_{1}-x_{2}\right)\right\|_{2} \\
& \leq \max _{\mathcal{S}:|\mathcal{S}| \leq 2 k}\left\|\left(A^{\top} A\right)_{\mathcal{S}}\right\|_{2} \cdot\left\|x_{1}-x_{2}\right\|_{2} \\
& \leq\left(1+\delta_{2 k}\right)\left\|x_{1}-x_{2}\right\|_{2}
\end{aligned}
$$

by definition of RIP on $2 k$-sparse vectors. This drives the connection that, similarly to convex optimization that one uses $\eta=\frac{1}{L}$, one could potentially use $\eta=\frac{1}{1+\delta_{2 k}}$ as a step size. Yet, the difficulty of this choice is that $\delta$-values are NP-hard to know a priori. So, a better strategy should be devised.

Adaptive Step Sizes. To close the IHT section, we will consider adaptive step sizes. We want to consider whether there are efficient adaptive step size selection formulas $\eta_{t}$ in $x_{t+1}=H_{k}\left(x_{t}-\eta_{t} \cdot \nabla f\left(x_{t}\right)\right)$.
To do so, let us start with some observations:

- $x_{t}$ is $k$-sparse;
- $x_{t+1}$ is $k$-sparse;
- $x_{t+1}$ could potentially have intersection with the support set of $x_{t}$, as well as the set $H_{k}\left(-\nabla f\left(x_{t}\right)\right.$ ) (outside of $\left.\operatorname{supp}\left(x_{t}\right)\right)$.

Schematically, the above observations lead to the following picture for the IHT recursion:


We will present the idea of line search. This is the case where choosing step size is the result of an optimization problem, as in:

$$
\eta:=\underset{\eta}{\operatorname{argmin}} \| y-A\left(x_{t}-\eta \nabla f\left(x_{t}\right) \|_{2}\right.
$$

As we will show in the Demo, such approaches perform better in practice than any constant step size selection that theory might suggest. The key attribute for line search approaches is for $\eta$ to be efficiently computable.
To complete the above, let us define first:

$$
\begin{aligned}
\mathcal{S}_{t} & =\operatorname{supp}\left(x_{t}\right) \\
\mathcal{Q}_{t} & =\mathcal{S}_{t} \cup \operatorname{supp}\left(H_{k}\left(\nabla_{\mathcal{S}_{t}^{c}} f\left(x_{t}\right)\right)\right) \\
\mathcal{S}_{t+1} & =\operatorname{supp}\left(x_{t+1}\right) \subseteq \mathcal{Q}_{t}
\end{aligned}
$$

where $\mathcal{S}^{c}$ represent the complement of a set. Then, based on the scheme above, observe that:

$$
H_{k}\left(x_{t}-\eta \nabla f\left(x_{t}\right)\right)=H_{k}\left(x_{t}-\eta \cdot \nabla_{\mathcal{Q}_{t}} f\left(x_{t}\right)\right)
$$

i.e., what matters in the gradient $\nabla f\left(x_{t}\right)$ is indexed by the set $\mathcal{Q}_{t}$. This observation changes the line search problem above:

$$
\eta=\underset{\eta}{\operatorname{argmin}}\left\|y-A\left(x_{t}-\eta \cdot \nabla_{\mathcal{Q}_{t}} f\left(x_{t}\right)\right)\right\|_{2}^{2}
$$

But what is the solution to this 1D problem with respect to $\eta$ ? Define the auxiliary objective $g(\eta):=\| y-A\left(x_{t}-\eta\right.$. $\left.\nabla_{\mathcal{Q}_{t}} f\left(x_{t}\right)\right) \|_{2}^{2}$. Taking the derivative and setting it equal to zero:

$$
\begin{aligned}
0 & =\nabla g(\eta) \\
& =2\left\langle A \nabla_{\mathcal{Q}_{t}} f\left(x_{t}\right), y-A x_{t}\right\rangle+2 \eta\left\|A \nabla_{\mathcal{Q}_{t}} f\left(x_{t}\right)\right\|_{2}^{2} \\
\Longrightarrow \eta & =\frac{-\left\langle A \nabla_{\mathcal{Q}_{t}} f\left(x_{t}\right), y-A x_{t}\right\rangle}{\left\|A \nabla_{\mathcal{Q}_{t}} f\left(x_{t}\right)\right\|_{2}^{2}}=\frac{\left\|\nabla_{\mathcal{Q}_{t}} f\left(x_{t}\right)\right\|_{2}^{2}}{\left\|A \nabla_{\mathcal{Q}_{t}} f\left(x_{t}\right)\right\|_{2}^{2}}
\end{aligned}
$$

Can we relate $\eta$ to the RIP? We know that in the original definition, the following holds:

$$
1-\delta \leq \frac{\|A x\|_{2}^{2}}{\|x\|_{2}^{2}} \leq 1+\delta
$$

for all sparse vectors $x$. In our case above, $\nabla_{\mathcal{Q}_{t}} f\left(x_{t}\right)$ is still a sparse vector. How much sparse? $2 k$-sparse! Thus, the term $\frac{\left\|\nabla_{\mathcal{Q}_{t}} f\left(x_{t}\right)\right\|_{2}^{2}}{\left\|A \nabla_{\mathcal{Q}_{t}} f\left(x_{t}\right)\right\|_{2}^{2}}$ has $A$ applying on the sparse gradient vector, which further leads to (based on the RIP bounds:

$$
1+\delta \leq \eta \leq \frac{1}{1-\delta}
$$

But is this computed efficiently? Well, it turns out that $\eta_{t}=\frac{\left\|\nabla_{\mathcal{Q}_{t}} f\left(x_{t}\right)\right\|_{2}^{2}}{\left\|A \nabla_{\mathcal{Q}_{t}} f\left(x_{t}\right)\right\|_{2}^{2}}$. Here, the gradient vector is already computed per iteration; what we only need to compute is the set $\mathcal{Q}_{t}$, which depends on sorting the elements of the dense gradient vector and selecting the $k$-sparse best subset out of the $\mathcal{S}_{t}$ set. Finally, applying the operation $A \nabla_{\mathcal{Q}_{t}} f\left(x_{t}\right)$ does not add much to the overall complexity of the algorithm. Thus, computing $\eta_{t}$ is efficient! And it comes with nice theoretical properties that we can use!

Proof of Adaptive Step Sizes in IHT. Following the same procedure as in $\eta=1$, we have ${ }^{15}$

$$
\left\|x_{t+1}-x^{\star}\right\|_{2} \leq 2\left\|I-\eta A_{\mathcal{U}}^{\top} A_{\mathcal{U}}\right\|_{2} \cdot\left\|x_{t}-x^{\star}\right\|_{2}
$$

By RIP, along with $\eta$ inclusion in the equations, we get:

$$
\begin{aligned}
\left\|I-\eta A_{\mathcal{U}}^{\top} A_{\mathcal{U}}\right\|_{2} & \leq \max \{\eta(1+\delta)-1,1-\eta(1-\delta)\} \\
& \leq \max \left\{\frac{1+\delta}{1-\delta}-1,1-\frac{1-\delta}{1+\delta}\right\} \\
& \leq \frac{2 \delta}{1-\delta}
\end{aligned}
$$

where the last inequality we use the property $1+\delta \leq \eta \leq \frac{1}{1-\delta}$ of the step size. Then, going back to the original expression:

$$
\begin{aligned}
\left\|x_{t+1}-x^{\star}\right\|_{2} & \leq 2 \frac{2 \delta}{1-\delta} \cdot\left\|x_{t}-x^{\star}\right\|_{2} \\
& =\frac{4 \delta}{1-\delta}\left\|x_{t}-x^{\star}\right\|_{2}
\end{aligned}
$$

Assuming:

$$
\delta<\frac{1}{5}
$$

we get

$$
\frac{4 \delta}{1-\delta}=: \rho<1
$$

We get convergence as shown in the proof of convergence of regular IHT (in which $\rho<1$ ).

[^2]
## Graphical Model Selection.

## The Story

Graphs are increasingly becoming a common problem in massive datasets. The simplest example is a network of friends: You are friends with some people, and they have friends until you have an interconnected web of individuals and relationships. There is a dependent relationship between the connected nodes. Therefore, it may be helpful to determine who is connected vs who isn't to provide recommendations or create new connections.
To bring things back to our realm, there exists the problem of covariance selection: In a graph representation of the random variable $X$, nodes are the components of $X$ (i.e. $X_{i}$ 's), and edges exist when there any two $X_{i}$ and $X_{j}$ are conditionally dependent; This is also known as a normal (Gaussian) graphical model of the random variable [69]. Further reading can be found in [69]. For now, we will look at the concept of conditional independence.

## Conditional Independence [69]

Let $x, y, z$ be random variables with continuous distributions. We say $x$ and $y$ are conditionally independent given $z$ if...

$$
f(x \mid y, z)=f(x \mid z)
$$

This means $y$ has nothing to provide information about $x$ given that we know about $z$. For graphical selection, one will work with random vectors, so determining the independence of components within a random vector becomes necessary. Find whether two coefficients are independent given all the other coefficients (notice the absence of $x_{j}$ in the RHS)..

$$
\begin{aligned}
& f\left(x_{i} \mid x_{1}, x_{2}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{n}\right)= \\
& f\left(x_{i} \mid x_{1}, x_{2}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{j-1}, x_{j+1}, \ldots, x_{n}\right)
\end{aligned}
$$

For Normal variables specifically, this becomes trivial with the covariance matrix. Suppose $X \sim N(\mu, \epsilon)$. We know the conditional distribution of $\left(x_{i}, x_{j}\right)$ given the other components of $X$ is Gaussian, and has covariance matrix

$$
\left[\begin{array}{ll}
\left(\Sigma^{-} 1\right)_{i i} & \left(\Sigma^{-} 1\right)_{i j} \\
\left(\Sigma^{-} 1\right)_{j i} & \left(\Sigma^{-} 1\right)_{j j}
\end{array}\right] .
$$

We can claim conditional independence for $x_{i}$ and $x_{j}$ if their covariance matrix is diagonal if $\left(\Sigma^{-} 1\right)_{i j}=0$.

## Deep Dive

Now let us go deeper into normal distributions
Let $x \sim \mathcal{N}(\mu, \Sigma)$. Then its probability density satisfies:

$$
f(x)=\frac{1}{(2 \pi)^{p / 2} \operatorname{det}(\Sigma)^{1 / 2}} \cdot \exp \left\{-\frac{1}{2}(x-\mu)^{\top} \Sigma^{-1}(x-\mu)\right\}
$$

Define $\Theta=\Sigma^{-1}$ as the inverse covariance matrix or precision matrix. Then:

$$
f(x)=\frac{\operatorname{det}(\Theta)^{1 / 2}}{(2 \pi)^{p / 2}} \cdot \exp \left\{-\frac{1}{2}(x-\mu)^{\top} \cdot \Theta \cdot(x-\mu)\right\}
$$

We now introduce the problem definition: assume we do not know $(\mu, \Sigma)$, but we have samples $\left\{x_{i}\right\}_{i=1}^{n}, x_{i} \sim \mathcal{N}(\mu, \Sigma)$. Let's see what we can do with these samples. Assume independence
between the $x_{i}$ 's. The log-likelihood function is:

$$
\begin{aligned}
l(\mu, \theta) & =\sum_{i=1}^{n} \log f\left(x_{i}\right) \\
& \propto \sum_{i=1}^{n} \log \operatorname{det}(\Theta)^{1 / 2}-\sum_{i=1}^{n} \frac{1}{2}\left(x_{i}-\mu\right)^{\top} \Theta\left(x_{i}-\mu\right) \\
& =\frac{n}{2} \log \operatorname{det}(\Theta)-\frac{1}{2} \sum_{i=1}^{n}\left(x_{i}-\mu\right)^{\top} \cdot \Theta \cdot\left(x_{i}-\mu\right)
\end{aligned}
$$

Observe that:

$$
\begin{aligned}
- & \operatorname{tr}(\Theta \cdot \hat{\Sigma})-(\mu-\hat{\mu})^{\top} \Theta(\mu-\hat{\mu}) \\
= & -\operatorname{tr}\left(\Theta \cdot \frac{1}{n} \sum_{i=1}^{n}\left(x_{i}-\frac{1}{n} \sum_{i=1}^{n} x_{i}\right)\left(x_{i}-\frac{1}{n} \sum_{i=1}^{n} x_{i}\right)^{\top}\right) \\
& -\left(\mu-\frac{1}{n} \sum_{i=1}^{n} x_{i}\right)^{\top} \Theta\left(\mu-\frac{1}{n} \sum_{i=1}^{n} x_{i}\right)
\end{aligned}
$$

where we used $\hat{\mu}=\frac{1}{n} \sum_{i=1}^{n} x_{i}$ and $\hat{\Sigma}=\frac{1}{n} \sum_{i=1}^{n}\left(x_{i}-\hat{\mu}\right)\left(x_{i}-\hat{\mu}\right)^{\top}$.
Working further on this expression, we get the following:

$$
\begin{aligned}
-\operatorname{tr}(\Theta \cdot \hat{\Sigma})- & (\mu-\hat{\mu})^{\top} \Theta(\mu-\hat{\mu}) \\
= & -\frac{1}{n} \sum_{i=1}^{n}\left(x_{i}-\frac{1}{n} \sum_{i=1}^{n} x_{i}\right)^{\top} \Theta\left(x_{i}-\frac{1}{n} \sum_{i=1}^{n} x_{i}\right) \\
& -\left(\mu-\frac{1}{n} \sum_{i=1}^{n} x_{i}\right)^{\top} \Theta\left(\mu-\frac{1}{n} \sum_{i=1}^{n} x_{i}\right) \\
= & -\frac{1}{n} \sum_{i=1}^{n}\left(x_{i}-\mu\right)^{\top} \Theta\left(x_{i}-\mu\right)
\end{aligned}
$$

Thus our $l(\cdot, \cdot)$ transforms into:

$$
l(\mu, \Theta)=\frac{n}{2}\left(\log \operatorname{det}(\Theta)-\operatorname{tr}(\Theta \cdot \hat{\Sigma})-(\mu-\hat{\mu})^{\top} \Theta(\mu-\hat{\mu})\right)
$$

Maximum likelihood estimation of $(\mu, \Sigma)$ leads to:

$$
\min _{\mu, \theta \succ 0}-\log \operatorname{det}(\Theta)+\operatorname{tr}(\Theta \cdot \hat{\Sigma})+(\mu-\hat{\mu})^{\top} \Theta(\mu-\hat{\mu})
$$

Only the last term in the above expression contains $\mu$; and since $\Theta \succ 0, \mu^{*}=\hat{\mu}$. So letting $\mu^{*}=\hat{\mu}$, we find:

$$
\min _{\substack{\Theta \succ 0 \\ \Theta \in \mathbb{R}^{p \times p}}}-\log \operatorname{det}(\Theta)+\operatorname{tr}(\Theta \cdot \hat{\Sigma})=-\log \operatorname{det}(\Theta)+\langle\Theta, \hat{\Sigma}\rangle
$$

As a side note, the determinant of a squared matrix is (relatively) a challenging object/operation to describe. The geometric way of thinking of it is if we had a unit cube in $p$ dimensions, then $\operatorname{det}(\Theta)$ measures the volume of the cube after applying the rows/columns of $\Theta$ on that cube. Another way to see it is:

$$
\operatorname{det}(\Theta)=\prod_{i=1}^{p} \lambda_{i}(\Theta)
$$

where $\lambda_{i}(\Theta)$ is the $i$-th eigenvalue of $\Theta$.
Why do we care about all this? A very nice theory connects undirected graphs under Gaussian assumptions and covariance selection. This theory assumes that variables $x(i), x(j)$ from $x \sim \mathcal{N}(\mu, \Sigma)$ are conditionally independent if and only if $\Theta_{i j}^{*}=0$. You can see the example drawn out in the slides.

Concretely, we can ask the question: given samples $\left\{x_{i}\right\}_{i=1}^{n}$, can we infer the underlying undirected graph structure?

Answer \#1: We can take many samples and use them to compute $\hat{\mu}, \hat{\Sigma}$. Then we can derive $\hat{\Sigma}^{-1}$. But if $p$ is on the order of $10^{5}$ to $10^{6}$, this is often impossible.

Answer \#2: We find the most important part of the graph. Assuming sparsity in $\Sigma^{-1}$, we find $\Theta=\Sigma^{-1}$ satisfying:

$$
\begin{array}{ll}
\underset{\Theta \succ 0}{\operatorname{minimize}} & -\log \operatorname{det}(\Theta)-\operatorname{tr}(\Theta \cdot \hat{\Sigma}) \\
\text { subject to } & \|\Theta\|_{0} \leq k
\end{array}
$$

Note that $-\log \operatorname{det}(\Theta)+\operatorname{tr}(\Theta \cdot \hat{\Sigma})$ is locally Lipschitz gradient. (More to be added in future versions of this note).

RIP proof for sub-Gaussian matrices. Matrices that satisfy:

$$
\mathbb{P}_{A \sim D^{n \times p}}\left[\left\|A_{x}\right\|_{2}^{2}-\|x\|_{2}^{2}\right]>\epsilon \cdot\|x\|_{2}^{2}\left(\leq 2 e^{-\Omega(n}\right)
$$

will also satisfy the RIP property with probability $1-2 e^{-\Omega(n)}$, whenever $n \geq \Omega\left(\frac{k}{\delta^{2}} \log \frac{p}{k}\right)$. So, this hints at a way to get RIP matrices (which, as we mentioned before, were computationally expensive to verify). Gaussian and Bernoulli matrices $A \in \mathbb{R}^{n \times p}$ will satisfy the above property, making good candidates.
Below, we use the following definitions: a random variable $x$ is called Sub-Gaussian if there exists $\beta, k>0$ such that:

$$
\mathbb{P}(|x| \geq t) \leq \beta e^{-k t^{2}}, \forall t>0
$$

In general, $x$ is called Sub-Exponential if there exist $\beta, k>0$ such that

$$
\mathbb{P}(|x| \geq t) \leq \beta \cdot e^{-k t}, \forall t>0
$$

Finally, a vector $y \in \mathbb{R}^{p}$ is called isotropic if $\mathbb{E}\left[|\langle y, x\rangle|^{2}\right]=$ $\|x\|_{2}^{2}, \forall x \in \mathbb{R}^{p}$.

Step 1: Let $A \in \mathbb{R}^{n \times p}$ with independent, isotropic, and Sub-Gaussian rows. Then, $\forall x \in \mathbb{R}^{p}$ and $\forall t \in(0,1)$ :

$$
\mathbb{P}\left(\left|\frac{1}{n}\|A X\|_{2}^{2}-\|x\|_{2}^{2}\right| \geq t \cdot\|x\|_{2}^{2}\right) \leq 2 e^{-c t^{2} n}, c \text { constant }
$$

Proof: W.L.O.G., $\|x\|_{2}=1$. Let $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n} \in \mathbb{R}^{p}$ be the rows of $A$. Define $z_{i}=\left|\left\langle\alpha_{i}, x\right\rangle\right|^{2}-\|x\|_{2}^{2}$. Since $\alpha_{i}$ is isotropic, $\mathbb{E}\left[z_{i}\right]=0$. Further, $z_{i}$ is Sub-Exponential, since $\left\langle\alpha_{i}, x\right\rangle$ is SubGaussian; this means

$$
\mathbb{P}\left(\left|z_{i}\right| \geq r\right) \leq \beta e^{-k r}, \forall r>0
$$

Observe:

$$
\frac{1}{n}\|A x\|_{2}^{2}-\|x\|_{2}^{2}=\frac{1}{n} \sum_{i=1}^{n}\left(\left|\left\langle\alpha_{i}, x\right\rangle\right|^{2}-\|x\|_{2}^{2}\right)=\frac{1}{2} \sum_{i=1}^{n} z_{i}
$$

Since the $\alpha_{i}$ 's are independent, the $z_{i}$ 's are independent. We will now use Berstein inequality: Let $x_{1}, \ldots, X_{M}$ be independent, zero-mean, Sub-Exponential random variables, with constants $\beta, k$. Then:

$$
\mathbb{P}\left(\left|\sum_{i=1}^{M} x_{i}\right| \geq t\right) \leq 2 e^{-\frac{(k t)^{2} / 2}{2 \beta M+k t}}
$$

In our case, this translates into

$$
\begin{aligned}
\mathbb{P}\left(\left|\frac{1}{n} \sum_{i=1}^{n} z_{i}\right| \geq t\right)=\mathbb{P}\left(\left|\sum_{i=1}^{n} z_{i}\right| \geq t n\right) & \leq 2 e^{-\frac{k^{2} n^{2} t^{2} / 2}{2 \beta n+k n t}} \\
& \leq 2 e^{-\frac{k^{2}}{4 \beta+2 k} \cdot n t^{2}}
\end{aligned}
$$

for $t \in(0,1)$
Step 2: Assume Step 1 holds. Fix a set $S \subset[p]$ with $|S|=k$ and $\delta, \xi \in(0,1)$. If

$$
n \geq \frac{c}{\delta^{2}}\left(7 k+2 \ln \left(\frac{2}{\xi}\right)\right), c \text { constant }
$$

Then W.P. at $1-\xi$ :

$$
\left\|A_{s}^{\top} A_{s}-I\right\|_{2}<\delta
$$

Proof: We will use the construction of $\epsilon$-nets over unit balls. Let $B=\left\{x \in \mathbb{R}^{p},\|x\|_{2} \leq 1\right\}$. An $\epsilon$-net over $B$ is a set such that, for every point in $B$, there is a point in the $\epsilon$-net that is $\epsilon$-close by some distance function (e.g., $\|x-y\|_{2} \leq \epsilon$ ). The number of points in such an $\epsilon$-net can be bounded by:

$$
\mathcal{N}\left(B,\|\cdot\|_{2}, \epsilon\right) \leq\left(1+\frac{2}{\epsilon}\right)^{p}
$$

In our case, we generate an $\epsilon$-net on $B=\left\{x \in \mathbb{R}^{p}, \operatorname{supp}(x) \subset\right.$ $\left.S,\|x\|_{2} \leq 1\right\}$. In this case:

$$
\mathcal{N}\left(B,\|\cdot\|_{2}, \epsilon\right) \leq\left(1+\frac{2}{\epsilon}\right)^{k}
$$

Then, from Step 1:

$$
\begin{gathered}
\mathbb{P}\left(\left|\|A u\|_{2}^{2}-\|u\|_{2}^{2}\right| \geq t \cdot\|u\|_{2}^{2}, \text { for some } u \text { in } \epsilon \text {-net }\right) \\
\leq \sum_{u \text { in } \epsilon \text {-net }} \mathbb{P}\left(\left|\|A u\|_{2}^{2}-\|u\|_{2}^{2}\right| \geq t \cdot\|u\|_{2}^{2}\right) \\
\leq 2 \cdot\left(1+\frac{2}{\epsilon}\right)^{k} e^{-c t^{2} n}
\end{gathered}
$$

Define $D=A_{s}^{\top} A_{s}-I$. Then:

$$
\begin{aligned}
\left|\|A u\|_{2}^{2}-\|u\|_{2}\right| & =\left|\left\langle A_{s}^{\top} A_{s} u, u\right\rangle-\langle u, u\rangle\right| \\
& =\left|\left\langle\left(A_{s}^{\top} A_{s}-I\right) u, u\right\rangle\right| \\
& =|\langle D u, u\rangle|
\end{aligned}
$$

Then, our goal is to prove $|\langle D x, x\rangle|<t$ (for $x \in B$, and proper $t$ ) via $|\langle D u, u\rangle|<t$ where $u$ is in the $\epsilon$-net.

Assume $|\langle D u, u\rangle|<t$. This occurs W.P. 1 $2\left(1+\frac{2}{\epsilon}\right)^{k} e^{-c t^{2} n}$. Then, for some $x \in B$, and some $u$ in $\epsilon$ net such that $\|x-u\|_{2} \leq \epsilon<\frac{1}{2}$, we get:

$$
\begin{aligned}
|\langle D u, u\rangle| & =|\langle D u, u\rangle+\langle D(x+u), x-u\rangle| \\
& \leq|\langle D u, u\rangle|+|\langle D(x+u), x-u\rangle| \\
& \leq t+\|D\|_{2} \cdot\|x+u\|_{2} \cdot\|x-u\|_{2} \leq t+2 \cdot\|D\|_{2} \cdot \epsilon
\end{aligned}
$$

Taking the maximum over $x \in B$ :

$$
\|D\|_{2}<t+2\|D\|_{2} \cdot \epsilon \Longrightarrow\|D\|_{2} \leq \frac{t}{1-2 \epsilon}
$$

Choose $t=(1-2 \epsilon) \cdot \delta \rightarrow\|D\|_{2}<\delta$. This means:

$$
\mathbb{P}\left(\left\|A_{s}^{\top} A_{s}-I\right\|_{2} \geq \delta\right) \leq 2\left(1+\frac{2}{\epsilon}\right)^{k} e^{-c(1-2 \epsilon)^{2} \delta^{2} n}
$$

Choosing $\epsilon=\frac{2}{e^{7 / 2}-1}$, we get that $\left\|A_{s}^{\top} A_{s}-I\right\|_{2} \leq \delta$ with probability $1-\xi$ provided
$(0,1) \quad n \geq \frac{c}{\delta^{2}}\left(7 k+2 \ln \left(\frac{2}{\xi}\right)\right)$

Step 3: We proved that $\left\|A_{s}^{\top} A_{s}-I\right\|_{2}<\delta$ for a single $s$. Taking all $\binom{p}{k}$ subsets $S \subset[p]$ with $|S|=k$, we get:

$$
\begin{aligned}
\mathbb{P}\left(\sup _{S}\left\|A_{s}^{\top} A_{s}-I\right\|_{2} \geq \delta\right) & \leq \sum_{s} \mathbb{P}\left(\left\|A_{s}^{\top} A_{s}-I\right\|_{2} \geq \delta\right) \\
& \leq 2\binom{p}{k}\left(1+\frac{2}{\epsilon}\right)^{k} \cdot e^{-c(1-2 \epsilon)^{2} \delta^{2} n} \\
& \leq 2\binom{e p}{k}^{k}\left(1+\frac{2}{\epsilon}\right)^{k} e^{-c(1-2 \epsilon)^{2} \delta^{2} n}
\end{aligned}
$$

Forcing this probability to be less than $\xi$, we get

$$
n \geq O\left(k \ln \left(\frac{e p}{k}\right)+\frac{14}{3} k+\frac{4}{3} \ln \left(\frac{2}{\xi}\right)\right)
$$

## Practical Applications: Signal Recovery

One of the most common use cases is extracting information from a signal, where the data in the signal is embedded in noise. Typically, this is done by directly reading the raw data and attempting to remove the noise from it after the fact, but this can be very inefficient and may lead to data loss. From this, we derive the idea of compressive sampling - "for certain types of signals, a small number of nonadaptive samples carries sufficient information to approximate the signal well" [59].
To solve this problem, one might represent the sparse input as a convex optimization problem, where the result of minimizing against some program results in the approximation of the target signal, but this can be computationally intense. This is where solutions such as CoSaMP algorithm, proposed by Needell and Tropp [59], can be used, which takes inspiration from restricted isometry in $k$-sparse signals to estimate the target signal.

The Basics. Consider the signal reconstruction problem. As with any sparse model problem, utilizing the most significant components from the target signal has the best chance of getting the best estimate of the underlying data. Suppose the sampling matrix $\Phi$ has a significantly small isometry constant. We can then define $\mathbf{y}=\Phi * \Phi \mathbf{x}$ where $x$ is our $k$-sparse signal, and $y$ is a "proxy" that provides a mapping to our information. The $k$ most significant entries in $y$ map to the $k$ most significant entries in $x$, so we can obtain this "proxy" by applying $\Phi *$ to $x$. Doing this iteratively, we're able to approximate the target signal. Formally, CoSAMP is defined as follows:

Definition 32. (CoSAMP Algorithm [59]) Suppose that $\Phi$ is an $m \times N$ sampling matrix with restricted isometry constant $\delta_{2 s} \leq c$. Let $\boldsymbol{u}=\Phi \boldsymbol{x}+\boldsymbol{e}$ be a vector of samples of an arbitrary signal contaminated with arbitrary noise. For a given precision parameter $\eta$, The CoSAMP algorithm produces a $2 k$ sparse approximation a that satisfies

$$
\|\boldsymbol{x}-\boldsymbol{a}\|_{2} \leq C \cdot \max \left\{\eta \frac{1}{\sqrt{k}}\left\|\boldsymbol{x}-\boldsymbol{x}_{k}\right\|_{1}+\|\boldsymbol{e}\|_{2}\right\}
$$

where $\boldsymbol{x}_{k}$ is a best $k$-sparse approximation to $\boldsymbol{x}$. The running time is $O\left(\mathcal{L} \cdot \log \left(\|x\|_{2} / \eta\right)\right)$, where $\mathcal{L}$ bounds the cost of a matrix-vector multiply with $\Phi$ or $\Phi *$. The working storage use is $O(N)$.

Algorithm [59]. CoSAMP relies on access to the following: we must have access to a vector with the noisy samples that contain the underlying signal $x$ and the sampling operator $\Phi$, information on the sparsity of the approximation $k$, and some halting criteria.

With this information, The algorithm first creates the proxy $\mathbf{y}=\Phi * \Phi \mathbf{x}$ and, based on residuals from current sample data, obtains the most significant components of the proxy. These components are then combined with the elements of the current approximation of the signal, where least squares are used to estimate the target signal. We keep only the largest $(k)$ entries from this estimation and loop back around with the remaining residual data to continue estimation. This is done repeatedly until the halting criteria are reached.

For this to work, there are a few assumptions which need to be made that are typical in compressive sampling:

- The sparsity $k$ is fixed
- The sampling operator $\Phi$ is $m \times N$ and has restricted isometry $\delta \leq 0.1$
- The sample vector is $\mathbf{u}=\Phi \mathbf{x}+\mathbf{e}$
- The input signal is arbitrary $\mathbf{x} \in \mathbb{C}^{N}$
- The noise vector is arbitrary $e \in \mathbb{C}^{m}$

In addition, there is certain unrecoverable energy (denoted as $\nu$ ), essentially an error resulting from the sample input being non-sparse or containing significant noise. CoSAMP works best when this value is high, as seen below:

Theorem 9. (CoSAMP Iteration [59]) For each iteration $t \geq 0$, the signal approximation $a^{t}$ is $k$-sparse and...

$$
\left\|x-a^{t+1}\right\|_{2} \leq 0.5\left\|x-a^{t}\right\|_{2}+10 \nu
$$

In particular...

$$
\left\|x-a^{t}\right\|_{2} \leq 2^{-t}\|x\|_{2}+20 \nu
$$

Proof can be found in [59].
Regarding measuring the quality of the reconstructed signal, the signal-to-noise (SNR) is typically used in communications. An analogous definition for the SNR of a sparse reconstruction can be established as follows...

$$
\mathrm{R}-\mathrm{SNR}=10 \log _{10}\left(\frac{\|x\|_{2}}{\nu}\right) \mathrm{dB}
$$

...where the SNR is the ratio between the currently reconstructed signal and the unrecoverable energy...

$$
\mathrm{SNR}=10 \log _{10}\left(\frac{\|x\|_{2}}{\nu}\right)
$$

Using the iteration definition, we can establish the following SNR ceiling on the $k$-th iteration:

$$
\mathrm{R}-\mathrm{SNR} \lesssim 3-\min \{3 k, \mathrm{SNR}-13\}
$$

In other words, CoSAMP can reduce the SNR by 3 dB until it reaches the noise floor. Many iterations may be needed to get a high enough SNR (or the SNR starts extremely small). As it turns out, this depends on how precise the arithmetic behind CoSAMP is: Should high precision be available, CoSAMP can return a high SNR result in a fixed number of iterations:
Theorem 10. (CoSAMP Iteration Count [59]) If CoSAMP is implemented with high arithmetic precision, then after at most
$6(t+1)$ iterations, CoSAMP produces a $k$-sparse approximation a that satisfies

$$
\|x-a\|_{2} \leq 20 \nu
$$

Proof can be found in Appendix B of [59]
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[^0]:    ${ }^{13}$ As we will see, this step size is valid based on the strict assumption that $A$ satisfies the RIP with symmetry. I.e., the RIP inequalities $\left(1-\delta_{k}\right)\|x\|_{2}^{2} \leq\|A x\|_{2}^{2} \leq\left(1+\delta_{k}\right)\|x\|_{2}^{2}$ are centered in the interval $\left[\left(1-\delta_{k}\right)\|x\|_{2}^{2},\left(1+\delta_{k}\right)\|x\|_{2}^{2}\right]$. However, this symmetry breaks in reality, so step size selection should be completed more carefully.

[^1]:    ${ }^{14}$ The selection for this notation is on purpose

[^2]:    ${ }^{15}$ We drop the dependence on $k$ in $\delta_{k}$ for ease of exposition.

