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Figure 1: We summarize all 82 experimental settings, including image classification, object detection, and natural language
processing. We plot the average ranked performance of the considered learning rate schedules, where 1 is the best and 6 is
the worst, against the training budget, for the momentum SGD (SGDM) and Adam optimizers. The maximum epochs (100%) is
determined from the literature and verified to achieve previously reported results. Each % of total epochs is an independent
run. The schedules are adjusted for each setting to maintain the same profile (e.g. the linear schedule decays the learning rate
linearly to 0 regardless of the % of total epochs). For smaller epochs, the linear schedule performs well while the performance
of the step schedule in higher epochs does not carry over. The proposed REX schedule outperforms all methods in comparison,
in both high and low epochs.

ABSTRACT
Deep learning practitioners often operate on a computational and
monetary budget. Thus, it is critical to design optimization algo-
rithms that perform well under any budget. The linear learning
rate schedule is considered the best budget-aware schedule [22],
as it outperforms most other schedules in the low budget regime.
On the other hand, learning rate schedules –such as the 30-60-90
step schedule– are known to achieve high performance when the
model can be trained for many epochs. Yet, it is often not known a
priori whether one’s budget will be large or small; thus, the optimal
choice of learning rate schedule is made on a case-by-case basis. In
this paper, we frame the learning rate schedule selection problem as
a combination of 𝑖) selecting a profile (i.e., the continuous function
that models the learning rate schedule), and 𝑖𝑖) choosing a sampling
rate (i.e., how frequently the learning rate is updated/sampled from
this profile). We propose a novel profile and sampling rate com-
bination called the Reflected Exponential (REX) schedule, which
we evaluate across seven different experimental settings with both
SGD and Adam optimizers. REX outperforms the linear schedule
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in the low budget regime, while matching or exceeding the per-
formance of several state-of-the-art learning rate schedules (linear,
step, exponential, cosine, step decay on plateau, and OneCycle) in
both high and low budget regimes. Furthermore, REX requires no
added computation, storage, or hyperparameters.
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1 INTRODUCTION
While hardware has consistently improved [33, 40], the cost of
training deep neural networks (DNNs) has continued to increase
due to growth in the size of models and datasets [4, 7, 9, 21]. One
key component of the cost is the need to tune the hyperparameters
of the model [44]. Outside of the largest companies in the field,
most practitioners have to trade-off the number of epochs with the
number of experimental trials. Whilst the community has generally
agreed that, for example, 90 epochs is a reasonable training length
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Table 1: Performance of different schedules, ranked according to the % of Top-1 or Top-3 finishes, out of a total of 28 experiments. Top-1
(Top-3) refers to the best (best-3) performance for a particular model/dataset/base optimizer/epoch setting. Low (high) budget includes 1%, 5%,
and 10% (25%, 50%, and 100%) of the full epochs. The Decay on Plateau variant is aggregated into the Step Schedule method where we take the
max performance for each setting.

Low budget (<25%) High budget (≥25%) Overall

Method Top-1 Top-3 Top-1 Top-3 Top-1 Top-3

None 0% 0% 2% 10% 1% 5%
Exp decay [1, 29] 5% 7% 5% 14% 5% 11%
OneCycle [35] 15% 49% 12% 40% 13% 45%

Linear Schedule [1, 29] 10% 78% 12% 62% 11% 70%
Step Schedule [14] 2% 12% 7% 38% 5% 25%

Cosine Schedule [26] 2% 66% 10% 62% 6% 64%

REX 73% 95% 67% 88% 70% 92%

for a ResNet-50 architecture on ImageNet [14, 18, 48], there simply
may not be sufficient monetary budget to perform such extensive
training for certain projects. Further, it is generally not easy to pre-
dict the number of epochs required to maximize the performance of
the model apriori, particularly if the input data may be continually
changing. Thus, it is important to consider the optimization of DNNs
for a diverse range of budgets.

Stochastic Gradient Descent (SGD) with momentum and Adam
are two of the most widely used optimizers for DNNs [4, 9, 14, 18,
31, 48]. Whether the task is image classification, object detection, or
fine-tuning in natural language processing, both optimizers must
be combined with some form of learning rate decay to achieve good
performance [4, 9, 14, 18, 31, 48] (see Tables 4-11). The aforemen-
tioned tasks are arguably the most widely used applications of deep
learning.1

The learning rate schedule is particularly important in the bud-
geted training setting. Moreover, of the widely used schedules, the
best learning rate schedule for a small number of epochs is gen-
erally not the best for a large number of epochs (see Tables 4-11).
This is a significant challenge, since it is difficult to know apriori
if the current budget lies in the high or low budget regime. This
raises two questions: Can we close the budget-induced gap in the
performance of existing learning rate schedules? And, if this is not
possible, is there a learning rate schedule that performs well in both
low and high budget regimes?

We answer both questions through a novel lens. We decompose
the problem of selecting a learning rate schedule as a two-part
process of 𝑖) selecting a profile and 𝑖𝑖) selecting a sampling rate.
The profile is the function that models the learning rate schedule,
and the sampling rate is how frequently the learning rate is updated,
based on this profile. In this view, we 𝑖) analyze existing schedules,
𝑖𝑖) propose a novel profile and sampling rate combination, and
𝑖𝑖𝑖) benchmark the performance of numerous schedules. We also
demonstrate it is possible to boost the performance of existing
learning rate schedules by introducing a hyperparameter that delays
the commencement of the decay schedule. However, because adding
an extra hyperparameter is prohibitive in the budgeted setting, we

1There are some cases in which learning rate decay is not always useful, such as for
Generative Adversarial Networks [2, 11], but this is generally a small proportion of all
deep learning activities.

also propose a new schedule, REX, which performs at a state-of-
the-art level for both low and high budgets across a large variety
of settings without the extra hyperparameter tuning.

Specifically, our contributions are as follows:

• We pose learning rate schedules as the combination of a profile
and a sampling rate and identify that there is no optimal profile
for all sampling rates. Namely, we show that no existing, popular
learning rate schedule achieves state-of-the-art performance in
both high and low budget regimes.

• We propose a new profile and sampling rate combination. We
find that carefully tuning the start of the learning rate decay
for existing schedules can result in significant performance im-
provements in both high and low budget regimes. However, this
introduces an extra hyperparameter, which is prohibitive for
budget-limited practitioners. Our proposed schedule can be un-
derstood as an interpolation between the linear schedule and the
delayed variants.

• Our proposed schedule, REX, is based on observations of the
above, and we validate its state-of-the-art performance across
seven settings, including image classification, object detection,
and natural language processing.

Our goal is to introduce an easy-to-use, state-of-the-art learning rate
schedule with no extra hyperparameters that performs well in all
budget regimes and can be easily implemented and adopted.

2 RELATEDWORKS
There have been many works related to tuning the learning rate.
There is a connection between learning rate and momentum [47],
and there are methods which alter the momentum [6, 27, 28, 39, 50].
There is also a connection between learning rate and batch sizes
[12, 37, 46]. The most popular learning rate tuning mechanisms fall
into two categories: Automatically tuning the learning rate on a
per-weight basis and decaying the learning rate globally.

Many adaptive learning rate optimizers have been proposed.
Modern learning rate adaptive methods began with AdaGrad [10],
which was shown to have good convergence properties, especially
in the sparse gradient setting. AdaDelta [49] was proposed to fix
a units issue with AdaGrad. RMSprop [15] employed a running
estimate of the second moment to resolve the strictly decreasing
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Figure 2: Popular schedules with various sampling rates. 50-75 refers to sampling once at 50% and 75% of total epochs. Similarly for 33-66
and 25-50-75. 10-10 refers to sampling once every 10% of total epochs. Similarly for 5-25 and 1-100. Every iteration is the maximum sampling
rate. Left: Step schedule. Left Middle: Linear Schedule. Right Middle: REX Schedule. Right: Schedules with their usual sampling rate.

learning rate of AdaGrad. The most popular adaptive learning rate
optimizer is Adam [19] and its variants [24, 25]. Yet, in practice,
adaptive learning rate algorithms perform the best when coupled with
a learning rate schedule [9, 24].

In deep learning, the step schedule was widely used in early com-
puter vision work [14, 18, 21]. This was often combined with SGD
with Momentum to achieve state-of-the-art results [14, 18, 30, 48].
In Natural Language Processing, AdamW [25] is often paired with
a cosine or linear learning rate decay for training and fine-tuning
transformers [43]. The aforementioned schedules are widely avail-
able and implemented in the most popular software [1, 29, 43], in
addition to the exponential decay schedule, OneCycle [35], cosine
decay with restarts [26] and others [36]. While some schedules may
be preferred for achieving state-of-the-art results, it has been sug-
gested that the linear schedule is most suitable for the low budget
scenario [22], which may be of more relevance to practitioners.

3 BUDGETED TRAINING: PROFILES AND
SAMPLING RATES

Challenges in adapting learning rate schedules to the bud-
geted setting. The primary hyperparameter in DNN optimization
is the initial learning rate. While good heuristics often exist for tun-
ing common hyperparameters, such as setting momentum 𝛽 = 0.9
or setting a 30-60-90 learning rate schedule [17, 18, 48], the initial
learning rate remains to be tuned. However, in the budgeted train-
ing setting, the learning rate schedule turns into a hyperparameter.
Adapting, for example, the 30-60-90 rule for Image Classification
or Object Detection is not straightforward, and naively following
the same rules for a smaller number of epochs results in sub-optimal
results (see Step Schedule in low epoch settings in Tables 4-11). Ad-
ditionally, following the 50-75 rule [14] on RN20-CIFAR10 for a
training budget that is 1% of the usual total epochs can result a 5%
absolute error gap with the best-performing schedule. We assume
that, in the budgeted training setting, the number of epochs is still
pre-defined, but can be significantly less than the usual total epochs.

Profiles and sampling rates. To formalize the process of iden-
tifying a good learning rate schedule, we decompose the learning
rate schedule as a combination of a profile curve and a sampling
rate on that curve. The profile is the function that models the learn-
ing rate schedule and dictates the general curve of the learning rate
schedule. In most –but not all [23]– applications, this function starts
at a high initial value and ends near zero. The sampling rate is how

frequently the learning rate is updated and dictates the smoothness
of the curve. At one extreme, the linear learning rate schedule, and
many others, samples from the profile at each iteration, and at the
other extreme the step learning rate schedules samples only twice
or thrice across the entire training procedure. For example, the
50-75 step schedule can be approximated as sampling twice from
a particular, exponentially-decaying profile. See Figure 2 for some
examples of schedules with their associated profile and sampling
rates.

Lack of an optimal profile.While theremay be limitedmotiva-
tion to pick a particular sampling rate, this introduces an interesting
question: Does there exist an optimal profile for all reasonable sam-
pling rates? In Table 2, we benchmark three profiles: 𝑖) the 50-75
step schedule [14] approximated as a tuned exponentially decay-
ing profile ; 𝑖𝑖) the linear profile [1, 29]; and, 𝑖𝑖𝑖) the REX profile
proposed in this paper (to be defined in the next subsection). These
three profiles represent smoothly-decaying learning rate schedules
with varying curvatures. We find that different profiles perform
best for different sampling rates. The approximated Step schedule
profile performs best with low sampling rates, while the linear and
REX profiles perform best with high sampling rates. Furthermore, the
approximated Step schedule profile performs worst for a small and
medium number of epochs and best for a high number of epochs. The
REX profile performs best for a small and medium number
of epochs.While the Step schedule is consistently used to achieve
state-of-the-art results in Computer Vision [13, 14, 17, 18, 30, 48],
it does not translate directly to lower epoch settings.

A new profile. Since there is no profile which performs opti-
mally across sampling rates, it remains to ask if there is a profile
and sampling rate combination that results in strong performance
in both low and high epoch settings. Therefore, we propose the
Reflected Exponential (REX) profile; see Figure 2. REX is an alter-
native to the linear and exponential profile, and we find that REX
has stronger empirical performance in the budgeted setting. REX
performs best with a per-iteration sampling rate, similar to the
linear schedule. We evaluate the performance of REX extensively
in following sections.

We also motivate REX with the empirical observation that the
linear schedule can be improved in some cases by delaying the
onset of the decay, i.e., holding the initial learning rate constant
until XX% of the budget, and then linearly decaying the learning
rate to 0; see Figure 3. In particular, it appears that performance
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Table 2: We demonstrate learning rate schedules and sampling rates on RN20-CIFAR10-SGDM (Top) and RN38-CIFAR10-SGDM (Bot-
tom) [14], holding the learning rate constant. There is no best profile for all sampling rates. Each profile excels at one end of
the spectrum. 50-75 [14] refers to sampling once at 50% and 75% of total epochs. Similarly for 33-66 and 25-50-75. 10-10 refers
to sampling once every 10% of total epochs. Similarly for 5-25 and 1-100. Every iteration is the maximum sampling rate.

RN20-CIFAR10-SGDM 15 Epochs 75 Epochs 300 Epochs

Sampling Rate Step Linear REX Step Linear REX Step Linear REX

50-75 14.48 16.96 20.79 9.44 12.42 18.05 7.32 10.15 12.41
33-66 17.89 25.80 24.45 9.72 13.38 15.98 7.93 11.90 11.43

25-50-75 16.52 18.77 26.13 9.73 12.31 12.59 8.46 8.26 12.31
10-10 17.98 16.35 16.48 10.41 9.40 11.17 8.67 8.26 8.24
5-25 18.87 13.83 15.17 9.79 8.94 9.22 8.85 8.24 8.50
1-100 18.53 13.91 13.34 10.61 8.72 8.60 9.20 7.97 7.74

Every Iteration 19.19 13.09 12.86 9.97 8.89 8.37 9.24 7.62 7.52

RN38-CIFAR10-SGDM 15 Epochs 75 Epochs 300 Epochs

Sampling Rate Step Linear REX Step Linear REX Step Linear REX

50-75 13.57 17.31 18.47 7.59 12.89 14.38 6.66 10.07 9.37
33-66 14.96 19.16 18.71 7.74 13.64 17.57 6.70 11.53 11.30

25-50-75 15.69 14.18 19.77 7.99 9.10 15.07 6.73 7.59 8.44
10-10 16.58 13.34 14.46 7.87 8.33 9.75 7.60 6.48 6.50
5-25 17.16 12.63 11.71 8.40 7.42 7.13 8.79 6.18 6.41
1-100 17.20 11.93 11.13 8.54 7.06 7.17 9.11 6.12 6.17

Every Iteration 17.97 12.11 10.95 8.72 7.10 6.86 9.31 5.89 6.09

Figure 3: REX, linear, and delayed linear schedules. Left: VGG16-CIFAR100-SGDM. Left Middle: VGG16-CIFAR100-ADAM. Right Middle:
RN38-CIFAR100-SGDM. Right: RN38-CIFAR100-ADAM. The red dashed line represents the error of the step schedule for that setting trained with
100% of the epochs. Linear Delayed X% refers to delaying the linear decay till X% of the total epochs have passed, before decaying linearly to
0. For example, in the left-middle plot, for small % of epochs, REX outperforms the linear schedule, which outperforms the delayed variants.
However, for large epochs, the linear schedule is unable to achieve the state-of-the-art performance of the step schedule, while REX and the
delayed linear schedules are able to surpass the step schedule.

can be improved with such delay in the high epoch regime, but
this strategy is less effective with fewer epochs. However, the exact
onset of the delay introduces an additional hyperparameter. REX
can be understood as an interpolation between a linear schedule
and a delayed linear schedule without additional hyperparameters.
Furthermore, REX generally outperforms the linear schedule, which
has been previously suggested as the best budgeted schedule [22],
for small and large epochs.

It appears that certain schedules have reasonable performance
across sampling rates, while others have poor or state-of-the-art
performance depending on the sampling rate. If the sampling rate
is unknown or there is a particular reason to select a low sampling

rate, the approximated step profile appears to be the best choice.
However, in most applications, the sampling rate is a choice by the
practitioner. Since the REX profile with a per-iteration sampling
rate generally performs the best, there may be limited motivation
to use alternative schedules.

4 RESULTS
In this section we present results in all seven experimental settings
given in Table 3, including image classification, image generation,
object detection and natural language processing. For fair evalu-
ation in the budgeted training scenario, only the learning rate is
tuned in multiples of 3 for each schedule, setting, and number of
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Table 3: Summary of experimental settings.

Experiment short name Model Dataset Maximum Epochs

RN20-CIFAR10 ResNet20 CIFAR10 300 [14]
RN50-IMAGENET ResNet50 ImageNet 90 [18]
VGG16-CIFAR100 VGG-16 CIFAR100 300 [14]
WRN-STL10 Wide ResNet 16-8 STL10 200 [5]
VAE-MNIST VAE MNIST 200 [45]
YOLO-VOC YOLOv3 Pascal VOC 50 [41]
BERT𝐵𝐴𝑆𝐸-GLUE BERT (Pre-trained) GLUE (9 tasks) 3 [9]

Table 4: RN20-CIFAR10. The number of epochs was predefined before the execution of the algorithms. Bold red indicates Top-1
performance, black bold is Top-3.

SGDM 1% 5% 10% 25% 50% 100%

+ Step Schedule 32.14 ± .34 14.94 ± .27 11.80 ± .11 8.82 ± .25 8.43 ± .07 7.32 ± .14
+ Cosine Schedule 28.49 ± .25 13.05 ± .17 10.62 ± .29 8.80 ± .08 8.10 ± .13 7.78 ± .14

+ OneCycle 40.14 ± 2.62 18.93 ± 1.85 12.74 ± .36 10.83 ± .25 9.23 ± .19 8.42 ± .12
+ Linear Schedule 28.70 ± 1.13 13.09 ± .13 10.85 ± .15 9.03 ± .24 8.15 ± .12 7.62 ± .12
+ Decay on Plateau 41.98 ± 3.20 25.93 ± .45 11.29 ± .35 9.05 ± .07 8.26 ± .07 7.97 ± .14

+ Exp decay 31.31 ± 1.34 14.85 ± .38 11.56 ± .22 9.55 ± .09 9.20 ± .13 7.82 ± .05

+ REX 27.94 ± .46 12.86 ± .27 10.23 ± .13 8.37 ± .09 7.52 ± .24 7.52 ± .05

Adam 42.10 ± 2.71 23.01 ± 1.10 16.58 ± .18 13.63 ± .22 11.90 ± .06 11.94 ± .06
+ Step Schedule 30.72 ± .16 15.41 ± .26 12.20 ± .11 10.47 ± .10 8.75 ± .17 8.55 ± .05

+ Cosine Schedule 29.20 ± .24 14.31 ± .28 11.45 ± .27 9.56 ± .12 9.15 ± .12 8.93 ± .07
+ OneCycle 37.17 ± 2.49 16.16 ± .19 14.11 ± .57 10.33 ± .20 9.87 ± .12 9.03 ± .18

+ Linear Schedule 28.99 ± .37 14.08 ± .34 10.97 ± .19 9.25 ± .12 9.20 ± .22 8.89 ± .05
+ Decay on Plateau 43.40 ± 4.57 22.21 ± .96 13.46 ± .38 9.71 ± .39 8.92 ± .18 8.80 ± .11

+ Exp decay 31.87 ± .59 15.82 ± .06 12.91 ± .21 10.48 ± .15 9.24 ± .16 8.53 ± .07

+ REX 27.64 ± .02 13.96 ± .16 10.88 ± .05 9.44 ± .22 8.72 ± .24 8.18 ± .15

epochs. All reported metrics are averaged across three separate
trials. We run all settings at 1%, 5%, 10%, 25%, 50%, and 100% of
maximum epochs, representing both low and high budgets. In each
setting, the learning rate schedule is concerned only with the total
epochs for that run, e.g., the linear schedule will decay linearly to 0
regardless if the budget is 1% or 100% of the maximum epochs. For
BERT𝐵𝐴𝑆𝐸-GLUE, results are given for 1 run and at 1/3, 2/3, and 3/3 of
total epochs. The maximum total epochs is determined from com-
monly used epochs in the literature, and validated to achieve the
reported score in the literature. The maximum epochs is given in
Table 3. The goal is to demonstrate performance in both the low and
high budget regime across a range of common applications to instill
confidence that the proposed schedule will work “in the wild”. We
use a model-dataset-optimizer notation, e.g. RN20-CIFAR10-SGDM
means a ResNet20 model trained on CIFAR10 with momentum SGD.

4.1 Learning Rate Schedules
There are many popular learning rate schedules implemented in
widely-used frameworks and packages. In general, the schedules are
aware of the current time step 𝑡 and the maximum time step𝑇 . Let 𝜂
denote the learning rate and 𝛽 the momentum.We comprehensively

detail the schedules considered in this paper below, covering almost
all widely-implemented schedules; see Figure 2 for a visualization.
• Step schedule [14]:𝜂𝑡 = 𝛾𝑡 ·𝜂0 where𝛾𝑡 is piece-wise and depends
on 𝑡/𝑇 . A typical schedule [14] would be to decay the learning
rate by 0.1 at 1/2 epochs and again by 0.1 at 3/4 epochs. We employ
such a step schedule for all our experiments.

• Decay on Plateau [1, 29]: A practical version of the step schedule,
where the learning rate is decayed when the validation loss does
not improve for certain number of tuneable epochs, which we
tune in multiples of 5.

• Linear schedule [1, 29]: 𝜂𝑡 = (1 − 𝑡/𝑇 ) · 𝜂0.
• Cosine schedule [26]: 𝜂𝑡 =

𝜂0
2 ·

(
1 + cos( 𝜋 ·𝑡

𝑇
)
)
.

• Exponential schedule [1, 29]: 𝜂𝑡 = 𝜂0 · 𝑒
𝛾𝑡/𝑇 . We find that setting

𝛾 = −3 yields the best performance.
• OneCycle schedule [35]:

𝜂𝑡 =


𝜂min + (𝜂max − 𝜂min) ·

(
𝑡

𝑇/2

)
· 𝜂0, if 𝑡/𝑇 < 1/2

𝜂min + (𝜂max − 𝜂min) ·
(
2 − 𝑡

𝑇/2

)
· 𝜂0, otherwise

𝛽𝑡 =


𝛽min + (𝛽max − 𝛽min) ·

(
1 − 𝑡

𝑇/2

)
· 𝛽0, if 𝑡/𝑇 < 1/2

𝛽min + (𝛽max − 𝛽min) ·
(
𝑡

𝑇/2 − 1
)
· 𝛽0, otherwise
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Table 5: WRN-STL10. The number of epochs was predefined before the execution of the algorithms. Bold red indicates Top-1
performance, black bold is Top-3.

SGDM 1% 5% 10% 25% 50% 100%

+ Step Schedule 60.09 ± 1.15 38.12 ± .32 33.86 ± .10 22.42 ± .56 17.20 ± .35 14.51 ± .26
+ Cosine Schedule 57.81 ± 1.05 37.42 ± .29 27.51 ± .25 20.03 ± .26 17.02 ± .24 14.66 ± .25

+ OneCycle 58.75 ± .76 36.90 ± .37 26.97 ± .27 21.67 ± .27 19.69 ± .21 19.00 ± .42
+ Linear Schedule 58.74 ± 1.26 34.81 ± .40 28.17 ± .64 19.54 ± .20 17.39 ± .24 14.58 ± .18
+ Decay on Plateau 59.64 ± .92 37.64 ± 1.44 36.94 ± 1.96 21.05 ± .27 17.83 ± .39 15.16 ± .36

+ Exp decay 60.21 ± .77 38.94 ± 1.08 34.11 ± .77 22.65 ± .49 20.60 ± .21 15.85 ± .28

+ REX 55.93 ± .46 34.50 ± .16 25.52 ± .17 20.54 ± .32 16.97 ± .46 14.60 ± .31

Adam 58.65 ± 1.79 42.66 ± .68 33.17 ± 1.94 23.35 ± .20 19.63 ± .26 18.65 ± .07
+ Step Schedule 59.35 ± .98 47.14 ± .42 35.10 ± 1.10 23.85 ± .07 19.63 ± .33 18.29 ± .10

+ Cosine Schedule 58.95 ± .95 40.69 ± 1.09 31.00 ± .74 22.85 ± .47 21.47 ± .31 19.08 ± .36
+ OneCycle 57.88 ± .88 36.41 ± .29 27.90 ± .63 20.02 ± .19 19.21 ± .28 19.03 ± .43

+ Linear Schedule 56.72 ± .22 40.25 ± 1.00 31.15 ± .29 21.70 ± .11 21.53 ± .44 17.85 ± .15
+ Decay on Plateau 58.72 ± .60 42.30 ± .68 33.00 ± .80 22.77 ± .33 19.91 ± .45 19.61 ± .56

+ Exp decay 58.92 ± .52 44.76 ± .90 33.52 ± 1.18 23.30 ± .39 20.70 ± .50 19.63 ± .24

+ REX 56.47 ± .31 35.52 ± .44 27.24 ± .20 21.65 ± .21 19.12 ± .31 17.75 ± .22

Table 6: VGG16-CIFAR100 generalization error. The number of epochs was predefined before the execution of the algorithms.
Bold red indicates Top-1 performance, black bold is Top-3.

SGDM 1% 5% 10% 25% 50% 100%

+ Step Schedule 95.03 ± .42 69.87 ± .28 46.97 ± .13 35.04 ± .24 30.09 ± .32 27.83 ± .30
+ Cosine Schedule 95.03 ± .42 61.82 ± .13 41.26 ± .26 31.93 ± .09 28.63 ± .11 27.84 ± .12

+ OneCycle 91.96 ± 1.01 58.35 ± .40 45.39 ± .73 32.62 ± .21 30.10 ± .34 29.09 ± .12
+ Linear Schedule 96.11 ± 1.64 58.14 ± 1.19 39.66 ± .61 31.95 ± .29 29.10 ± .34 28.26 ± .08
+ Decay on Plateau 94.70 ± 1.20 65.25 ± 1.72 50.81 ± .58 35.29 ± .59 30.65 ± .31 29.74 ± .43

+ Exp decay 96.54 ± .39 65.65 ± 1.24 49.04 ± 1.98 33.15 ± .19 29.51 ± .22 28.47 ± .18

+ REX 94.92 ± .91 56.62 ± .65 40.72 ± .29 31.16 ± .11 28.54 ± .02 27.27 ± .30

Adam 92.70 ± .50 64.05 ± .41 57.56 ± 1.30 37.98 ± .20 33.62 ± .11 31.09 ± .09
+ Step Schedule 92.65 ± .38 62.90 ± .08 44.94 ± .49 34.16 ± .11 29.40 ± .22 27.75 ± .15

+ Cosine Schedule 91.48 ± .42 55.90 ± 2.46 40.31 ± .07 32.32 ± .14 29.68 ± .17 28.08 ± .10
+ OneCycle 92.18 ± .69 58.29 ± .53 43.47 ± .28 34.59 ± .31 29.83 ± .29 29.58 ± .18

+ Linear Schedule 92.94 ± .49 54.32 ± 1.17 39.49 ± .11 32.01 ± .49 29.30 ± .18 28.65 ± .10
+ Decay on Plateau 92.76 ± .48 64.10 ± .22 57.05 ± .84 32.60 ± .31 29.03 ± .10 28.67 ± .19

+ Exp decay 92.43 ± .67 55.26 ± 1.24 42.62 ± .12 32.37 ± .18 29.53 ± .12 28.83 ± .08

+ REX 91.93 ± .01 52.20 ± .47 39.51 ± .21 31.68 ± .57 28.58 ± .16 26.99 ± .09

𝜂min, 𝜂max, 𝛽min, and 𝛽max are hyperparameters. For fair compu-
tational comparison, we follow the recommended settings [35]
and set 𝜂min = 𝜂max · 0.1, 𝛽max = 0.95, 𝛽min = 0.85, so that 𝜂max
is the only hyperparameter.

• REX schedule:

𝜂𝑡 = 𝜂0 ·
(

1 − 𝑡/𝑇
1/2 + 1/2 · (1 − 𝑡/𝑇 )

)
.

We re-emphasize the motivation for REX: it is a new profile and
sampling rate combination, which is motivated by the improved
performance of a delayed linear schedule in certain circumstances.
REX aggressively decreases the learning rate towards the end of

the training process, which is the “reflection” of the exponential
decay.

There are simply too many schedules to compare comprehen-
sively, so we select the widely-used schedules above for comparison.
We apply the schedules to the two most popular optimizers: SGD
with momentum and Adam.

4.2 Empirical Results
Image Classification. We choose four diverse settings for this
task. For datasets, we use the standard CIFAR10 and CIFAR100
datasets, in addition to the low count, high-res STL10 dataset, as
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Table 7: VAE-MNIST generalization loss. The number of epochs was predefined before the execution of the algorithms. Bold red
indicates Top-1 performance, black bold is Top-3, ignoring non SGDM and Adam optimizers.

SGDM 1% 5% 10% 25% 50% 100%

+ Step Schedule 180.30 ± 6.98 152.97 ± .55 146.24 ± 2.50 140.28 ± .51 137.70 ± .93 136.34 ± .31
+ Cosine Schedule 174.52 ± 1.09 145.99 ± .15 141.23 ± .36 139.15 ± .26 136.69 ± .27 135.05 ± .09

+ OneCycle 161.95 ± .67 146.25 ± .35 143.01 ± 1.08 139.79 ± .66 137.20 ± .06 135.65 ± .44
+ Linear Schedule 174.64 ± .15 146.15 ± .26 143.64 ± .80 148.00 ± .48 141.72 ± .48 137.84 ± .32
+ Decay on Plateau 167.16 ± .30 151.15 ± .11 146.82 ± .58 140.51 ± .73 139.54 ± .34 137.33 ± .49

+ Exp decay 179.60 ± 3.47 160.52 ± .64 146.24 ± .73 154.31 ± .43 145.83 ± .48 139.67 ± .57

+ REX 149.85 ± 1.62 139.56 ± .78 137.15 ± .05 134.41 ± .78 135.69 ± .24 135.03 ± .37

Adam 152.10 ± .55 142.54 ± .50 140.10 ± .82 136.28 ± .18 134.64 ± .14 134.66 ± .17
+ Step Schedule 153.45 ± 1.47 142.19 ± .98 138.32 ± .20 136.62 ± .30 134.14 ± .56 133.34 ± .41

+ Cosine Schedule 149.82 ± .32 140.78 ± .72 137.66 ± .79 134.73 ± .04 133.25 ± .26 133.23 ± .30
+ OneCycle 149.07 ± .99 139.75 ± .27 138.12 ± .99 134.67 ± .55 133.27 ± .07 132.83 ± .33

+ Linear Schedule 148.93 ± .20 139.82 ± .20 137.00 ± .70 134.71 ± .25 134.00 ± .49 132.95 ± .24
+ Decay on Plateau 152.08 ± .45 141.54 ± .31 139.76 ± .52 135.68 ± .59 134.10 ± .21 134.06 ± .45

+ Exp decay 149.28 ± .46 142.94 ± 1.28 138.82 ± .36 135.19 ± .43 134.05 ± .16 133.88 ± .85

+ REX 148.59 ± .33 139.05 ± .20 136.62 ± .21 134.24 ± .02 133.16 ± .05 132.52 ± .05

well as the standard ImageNet dataset. Since ResNets remain the
most commonly-deployed model in industry, we perform exper-
iments with three variations of the ResNet [14]. The ResNet20
comes from the line of lower cost, lower performance ResNets,
and is a close cousin of the more expensive and better performing
ResNet18. ResNet50 belongs to the latter series, and is a standard
model for ImageNet. We also include the Wide ResNet variation
which further increases the model width for better performance
[48]. The other model we employ is the VGG-16 model [34]. While
VGG models are far outdated in attaining state-of-the-art perfor-
mance, the architecture is still relevant for custom applications with
smaller CNNs, where residual connections have limited application.
We provide thorough evaluation in the RN20-CIFAR10, WRN-STL10,
VGG16-CIFAR100 settings, and, due to computational constraints,
provide lower epochs results for RN50-ImageNet, given in Tables
4, 5, 6, and 8.

As observed in [22], the linear schedule performs well for both
SGD and Adam, particularly for a low number of epochs. While the
Step schedule performs well for the maximum number of epochs, it
scales very poorly to lower epoch settings. On the other hand, REX
performs well in both high and low epoch regimes. Results also
follow general Computer Vision observations for these settings,
where SGD tends to outperform Adam.

Image Generation. The two most popular types of networks
for image generation are Variational Encoders (VAE) [20] and
Generative Adversarial Networks (GAN) [11]. However, out of
the two, only VAEs consistently benefit from learning rate decay
[2, 3, 8, 11, 16, 38, 42]. Therefore, we select VAEs as the network of
choice for image generation. We train VAEs on the MNIST dataset
for 200 epochs, after which performance no longer improves. Re-
sults are given in Table 7.

The linear schedule performs well for Adam, but not for SGDM.
Similarly, the cosine schedule performs well for SGDM, but not for
Adam. The OneCycle schedule performs well across all settings, but

Table 8: RN50-ImageNet generalization error. The number
of epochs was predefined before the execution of the algo-
rithms. Bold red indicates Top-1 performance, black bold is
Top-3.

SGDM 1% 5%

+ Step Schedule 87.28 46.58
+ Cosine Schedule 82.88 43.90

+ OneCycle 90.94 55.00
+ Linear Schedule 82.00 43.27

+ Exp decay 90.19 48.28

+ REX 80.98 40.78

Adam 1% 5%

+ Step Schedule 77.97 45.91
+ Cosine Schedule 73.51 43.66

+ OneCycle 82.58 62.57
+ Linear Schedule 71.42 42.01

+ Exp decay 75.54 45.43

+ REX 69.91 40.65

REX outperforms all other schedules in the low budget and high
budget setting.

Object Detection.We train a YOLOv3 [31] model on the Pascal
VOC dataset. The training set is the combined 2007 and 2012 train-
ing set, and the test set is the 2007 test set. We were able to achieve
the mAP score reported in the literature by training the network for
50 epochs. Thus, we set this as the maximum number of epochs. We
find that the network does not train well without a warm-up period,
so all networks are trained for 2 epochs from a learning rate of 1e-5
linearly increased to 1e-4. This warm-up phase is not counted as
part of the allocated training budget. We also round up the number
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Table 9: YOLO-VOCmAP. The number of epochs was predefined before the execution of the algorithms. Bold red indicates Top-1
performance, black bold is Top-3.

1% 5% 10% 25% 50% 100%

Adam 45.0 ± 3.4 48.1 ± 7.6 61.9 ± 1.8 70.2 ± 3.5 72.1 ± 6.4 79.1 ± 1.6
+ Step Schedule 62.2 ± 1.7 67.0 ± 3.4 71.8 ± 1.0 78.5 ± 0.2 81.1 ± 1.0 83.2 ± 0.2
+ OneCycle 60.4 ± 7.2 63.8 ± 7.6 74.9 ± 1.0 79.9 ± 1.3 81.1 ± 2.8 83.3 ± 0.4

+ Cosine Schedule 63.6 ± 5.2 66.8 ± 6.1 75.9 ± 0.2 81.1 ± 0.7 82.5 ± 1.0 84.0 ± 0.2
+ Linear Schedule 63.7 ± 5.5 67.2 ± 5.9 76.2 ± 0.7 81.1 ± 0.9 82.4 ± 1.2 83.4 ± 0.2

+ Exp decay 49.6 ± 24 68.1 ± 4.6 75.6 ± 0.1 80.1 ± 0.7 81.2 ± 2.2 83.2 ± 0.2

+ REX 64.0 ± 5.0 67.0 ± 6.5 76.7 ± 0.3 81.2 ± 0.7 82.2 ± 1.8 83.4 ± 0.4

of epochs to the closest integer: for example, the 1% setting trains
for 2 warmup epochs and then ⌈50 · 0.01⌉ = 1 epoch, for a total of 3
epochs. The 100% setting trains for 2 warmup epochs and then 50
epochs for a total of 52 epochs. Results are given in Table 9. Similar
to other settings, the step schedule performs reasonably well for a
large number of epochs, but is outperformed by the cosine schedule.
REX performs well in the low epoch setting.

Natural Language Processing. Fine-tuning pre-trained trans-
former models is one of the most common training procedures
in NLP [4, 9], thus making it a setting of interest. This is because
𝑖) it is often cost-prohibitive for practitioners to pre-train their
own models and 𝑖𝑖) fine-tuning pre-trained transformers often re-
sults in significantly better performance in comparison to training
a smaller model from scratch. The linear schedule is the default
schedule implemented in HuggingFace [43], the most popular pack-
age for transformer models, and is considered the gold standard in
this domain. We fine-tune BERT𝐵𝐴𝑆𝐸 on the GLUE benchmark, an
NLP benchmark with nine datasets. We leave out the problematic
WNLI dataset [9]. Since we are able to attain the scores reported
in the literature with 3 epochs of fine-tuning, we set that as the
maximum number of epochs. Due to computational constraints, we
can only perform one run per setting, which causes some variability
within the results. Although REX achieves the best mean score for
small and large budgets, we see that the best optimizer can vary
depending on the dataset. For example, OneCycle attains the best
scores on QNLI and MRPC, and the Cosine schedule performs the
best on SST-2.

Sensitivity to learning rate tuning. While it is reasonable
to suggest that the practitioner simply pick a per-iteration sam-
pling rate for the REX, linear, and other profiles, a relevant issue
in budgeted training is performance given a limited number of
experimental trials. Namely, in extreme cases, the practitioner may
not even have the budget to finely tune the learning rate. Therefore,
we plot the considered schedules in two settings against learning
rate, presented in Figure 4. Clearly, there is no schedule that can
recover from a poor initial learning rate. However, schedules tend
to retain their relative ordering across initial learning rates. This
means that even with poor hyperparameter settings, the choice
of learning rate schedule remains important. REX, represented by
the pink line below all other lines, outperforms other schedules for
most learning rates in the budgeted settings presented in the plots.

Table 10: Results of BERT𝐵𝐴𝑆𝐸-GLUE. AdamW + Linear Sched-
ule follows the huggingface [43] implementation, and
achieves the results in well-known studies [9, 32]. Results
given by 1 epoch/2 epochs/3 epochs. Excluding the problem-
atic WNLI dataset [9].

Score

AdamW 79.9/81.2/81.8
+ Step Schedule 80.2/81.9/82.3

+ Cosine Schedule 80.9/82.2/82.7
+ OneCycle 81.0/82.0/82.7

+ Linear Schedule 81.2/82.3/82.6
+ Exp decay 80.6/81.8/82.5

+ REX 81.7/82.6/82.8

5 CONCLUSION
In this paper, we identified issues with existing learning rate sched-
ules in the budgeted setting. We proposed a profile and sampling
rate framework for understanding existing schedules. While there
is no optimal profile, we found that the proposed REX schedule
performs well with a sampling rate of every iteration in both small
and large epoch regimes. With thorough empirical evaluation, we
confirm that the proposed REX learning rate schedule performs
favorably across a large number of settings including image clas-
sification, generation, object detection, and natural language pro-
cessing.
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